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PREFACE

The recognition of coherent structure within turbulent boundary
layers is not a recent discovery and its origins are clearly evident
in early flow visualization studies by Prandtl and his students in
the late 1920's using cameras moving with the flow; see Steve Kline's
excellent review in this volume. It is interesting, however, that
since the "discoverer" of turbulence, Osborn Reynolds, described the
phenomena in 1883 as fluctuations, random in nature, there have evolved
strong proponents of coherent structure versus purely random behavior
and visa versa. There has been an unproductive waste of intellectual
energy spent by these two groups arguing their respective points of
view. If there is a single theme of this Workshop it is for a more
open-minded and constructive focus on the phenomena of turbulence
itself. As Kovasznay has put it, "advancements in the fields of tur-
bulence require close collaboration of the experimentalist, analyst,
and the predictor, and a mutual understanding of the strengths and
needs of each by the other." Certainly Prandtl's group recognized
the importance of this scientific interaction, and it is unfortunate
that this complex and seemingly perverse subject of turbulence has not
led to more testing of ideas than wills.

The central objective of this Workshop was to discuss and study
the role of coherent structure as objectively and openly, as possible.
Specifically, we wanted to establish what can be learned from coherent
structure regarding phenomenological understanding, fundamental analysis
of the turbulence process, and the development of better prediction
methods. Perhaps Morris Rubesin in his paper in this volume has put
his finger on the timeliness of this aprticular Workshop. He argues
that in the past, many important experimental observations were ignored
by analysts and predictors simply because they revealed details of
turbulence that were beyond available mathematical tools. Thus, it is
perhaps significant that in our present era, two major tools of analy-
sis have matured to the point of having direct impact on our field;
namely, the large scale digital computer and the method of multi-scale,
rational analysis (i.e., the method of matched asymptotic expansions).
It will become apparent from reading this volume that rather formidable
attacks on some of the more complicated details of turbulence have been
initiated using these techniques. Don Coles in his comments in the
panel discussion of this volume agrees that "what is happening in the
turbulence business how is the first significant advance in the develop-
ment of ideas since roughly 1935,...." He goes on to close with the
timely perspective that he really hopes that young people are coming
along who don't pay quite so much attention to the oldtimers. "Crises
are created by the established people because the old methods aren't
good enough, but they are solved by new people."
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One rather surprising failure emerged over the three days of the
meeting when it became apparent that it would not be possible 1) to
provide the reader with a very significant summary of what was known
or not known regarding the mechanistic details of turbulence structure
and 2) to agree on a consistent terminology. Early in the meeting a
committee was formed to produce such a list. [See Committee Report 4 in
this volume.] Not only did this committee find it could not produce any
broadly based consensus of agreement, but that many research teams were
using different meanings for now popular terms such as "burst", "sweep",
"streak", and so forth. It is most encouraging, then, that this com-
mittee decided to meet again in July, 1978, at Stanford University and
an interim report on their progress is included in this volume.

Turning now to procedural details of the present Workshop, let
us review how the meeting was organized. The three main technical sess-
ions (I. Flow Visualization, II: Sensors & Correlation, and III:
Analysis & Prediction) began with a keynote speaker chosen for his
ability to put his topic into some historical perspective, identify the
leading issues (where possible), and set the stage for three subsequent
speakers who presented fairly detailed papers on specific aspects of
each topic. Where competing view existed, an attempt was made to have
all sides fairly represented, although time allowed for only the three
papers. Regarding the discussion for each session, the Session Chairman
chose several participants in advance from the audience to serve as sess-
ion secretaries and their collective wisdom was used in deciding which
discussion to include from the transcriptions and which to exclude.
It had been decided in advance that in order to publish this volume as
quickly as possible, the tape transcriptions would not be sent to the
individual discussors for editing. The tapes were transcribed and sent
to the Session Chairman for preliminary editing. The final decision on
the inclusion and wording of discussion was made by the Editors. In
that sense, the discussion should be read as a paraphrase of actual com-
ments. Every effort was made to be fair and accurate with this para-
phrasing, but the Editors apologize in advance, and accept personal
responsibility if anyone was accidentally misquoted.

Session IV, Short Presentations, includes twelve papers screened
in advance by a local paper's committee. Ten of these were presented
at the Workshop and include appropriate discussion, while two (by Coles
and Falco) were received after the Workshop and are printed without
benefit of discussion.

Session V consisted of Committee Reports and a Panel Discussion.
Four Committee Reports were given on topics which arose during the course
of the Workshop. The edited transcripts of three of these with discuss-
ion, are printed in this volume. Report 4 has already been discussed;
since the transcription of this report indicated that considerable further
work was needed, that transcription does not appear. In its place is
an interim report of the follow-on discussions at Stanford of turbulent
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structure mechanisms, written by Steve Kline. The Panel Discussion was
presented by five authorities representing university research, industry
designers, governmental laboratories and government funding agencies. The
panel membr-s spoke to the topic of the direction of future research on
coherent structure in terms of both basic understanding and the needs of
the design engineer. The panel presentations were recorded, transcribed
and are included along with several of the visual aids employed. The
reader should find these presentations particularly interesting because
they are very reflective discussions of the utility of the present
study of turbulent boundary-layer structure and where the emphasis for
future work in this area should be placed.

In conclusion, the three-day Workshop provided an opportunity to
focus a considerable amount of effort toward the development of a con-
sensus of what is known, and not known, regarding coherent structure of
turbulent boundary layers. It came as some surprise to the participants
to find that it was not possible to develop a significant list of
agreement on either turbulence mechanisms, or parts of mechanisms, or
even the terminology that has evolved over the past few years. However,
this recognition did lead to open and quite objective discussions that
it is hoped will continue on a fairly regular basis. It is our feeling
that the Workshop will have been a success if the cooperation and under-
standing which was fostered at the meeting can be sustained and extended
to the turbulence community as a whole.

D.E. Abbott C.R. Smith
Lehigh University
November, 1978
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WELCOMING REMARKS

HANS MARK

Undersecretary of the Air Force
Washington, D.C.

Ladies and Gentlemen. I am delighted to be here and to have
the opportunity to open this very important conference. What is
most surprising to me is that I still have sufficient standing
among you, my scientific colleagues, to be invited here at all and
for this I am grateful. So even though I am now just another one
of the Washington bureaucrats, I hope that I can still count on you
to give me at least a somewhat friendly reception on such an occa-
sion.

A few days ago I was having lunch with two of my friends at
the Pentagon, both senior Air Force officers and both former fight-
er pilots. I asked them why the Air Force should be interested
in the field of fluid mechanics and why the Air Force should
consider sponsoring a conference such as this. One of them imme-
diately siad that all you have to do is to live through one good
compressor stall in a fighter plane and you'll know why. I had
a feeling that this comment was really completely unanswerable and
that it explains in a nut-shell why we must continue to main-
tain a commanding position in the physics of fluids and in gas
dynamics. We then continued to talk about engines and the huge
investment that the Air Force has made in experimental engine
test facilities. As you know, we have recently started the
construction of the new large engine test facility at the Arnold
Engineering Development Center. This facility is the largest
single military construction item that has ever been funded by
the government. When completed, the total cost of the facility
will be just under 500 million dollars.

This is truly a mindboggling sum for a research and test
facility. The existence of this project clearly illustrates

*v the interest of the Air Force in the field, but what is more
important, it highlights the necessity for much better under-
standing of the basic science. Only if our basic knowledge

" improves will this investment eventually pay for itself. The
facility will be used for scientific work as well as testing
and I want to return to this point in a few minutes. At some
point during the discussion I mentioned earlier, the other
officer said that, "We ought to be better than we are at the
business." I thought that was an extremely interesting comment
because it was made almost instinctively. I asked him why he
thought this was so and his first reaction was that we'd been
at it for a very long time. We have indeed been at the busi-
ness of fluid mechanics for a long time. It is remarkable that

xi



H. MARK

the development of the basic equations of viscous flow was started
by C.L.M.H. Navier in 1822 and completed by Sir George Stokes in
a famous series of papers written between 1845 and 1850. The
fundamental relationships have been known for a century and a half.
It is an example of the extraordinary difficulty that we face
in understanding the subtleties of fluid flow to recognize
that we are still struggling with the proper form for the solu-
tion of these equations. Personally, I believe that the full
understanding of turbulent flow in fluids is the most difficult
problem in modern theoretical physics. You all know that the
great Werner Heisenberg did his Ph.D. thesis on turbulence
in liquids and after receiving his degree went on to something
much easier - he invented quantum mechanics! It is interesting
that we have done very well at particle physics and we have done
well at statistical mechanics. What we have not done well as yet
is to gain an understanding of phenomena that are somewhere in
between these two extremes. While statistical methods in tur-
bulence have been useful, they do not match the precision that
we have gained in conventional statistical mechanics.

There is also still, in my own mind anyway, at least the
sneaking suspicion that the Navier-Stokes equations, as im-
portant as they are, do not contain all the physics necessary to
describe a fully developed turbulent flow. As you know, the Navier-
Stokes equations can be derived from the general Boltzmann
transport equation and they constitute a rather simple approxi-
mation of that equation. The approximation is one in which the
collision integral is approximated by a single constant - the
viscosity of the fluid. Many attempts have been made to get
other approximations of the Boltzmann equation for various
purposes. Unfortunately, for the nonlinear case that we are
considering here, none of these attempts have been very success-
ful. The problem is that the physical interpretation of the
constants introduced by the approximation process have proved to
be very elusive indeed. Thus, it is not clear whether my
suspicion is right and whether anything is to be gained by
looking for a new set of equations that may be more fundamental
than those developed by Navier and Stokes so many years ago.
Nevertheless, I will still put it before you as a proposition
that we should keep working on new formulations of the transport
equation for fluids. It is very probable that any new formulation
of this kind will not replace the Navier-Stokes equations in terms
of practical importance just as the theory of relativity did not
displace Newtonian mechanics. What I hope might happen is that
a new and basic look at the physical foundations of the Navier-
Stokes equations may lead to the necessary insight to explain the
quasi-statistical behavior that seems to characterize turbulent
flow. Perhaps something will come of it, especially as new ex-
perimental methods develop.

xii



H. MARK

All of which finally brings me to the topic of this con-
ference. We have made great progress in the field of compu-
tational fluid mechanics in the past ten years by exploiting
computer methods for solving at least some simplified approx-
imations of the Navier-Stokes equations. While this has resulted
in some extremely important practical advances in the calculation
of various practical aerodynamic configurations, it is not at
all clear how much our fundamental understanding of the basic
phenomena has been enhanced. This is why this conference is so
inportant. I am convinced that there are new instruments and
techniques, which when applied to experimentation and fluid flow,
will be more fruitful in the next decade than computational
fluid mechanics has proved to be in the past. I am thinking
here specifically of coherent optical techniques which have been
greatly improved from the classical Schlieren methods by the
use of modern lasers. Correlation measurements on fluctuating
quantities have become somewhat easier because of the availabili-
ty of better computers that can be used interactively with an
experiment. Thus, it may be possible to define new parameters
that characterize turbulent flow experimentally and so, hopefully,
broaden our theoretical horizon as well. There may be other
things as well that are on the experimental horizons. The really
astounding advances in solid state electronics and in our under-
standing of surface phenomena may lead to new kinds of electronic
transducers that could give us a much clearer picture of the wall
effects in turbulent flows. Finally, I should return for a moment
to talk about large facilities. The means for creating interest-
ing and unique flow fields are as important as the diagnostic equip-
ment used for observing them. In this sense, I would like to
invite you think seriously about how best to employ for basic
research the high volume, high quality flow fields that will be
produced by large facilities such as the one now being constructed
at the Arnold Engineering Development Center. I believe that there
is much promise in all of this and that it is most important to
pursue these developments as vigorously as possible.

There is no doubt in my mind that this a most significant
conference. In fact, I believe that it will be another land-
mark as the Stanford Conference on the same subject was a
decade ago. Good luck, best wishes, and thank you.
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ABSTRACT

A discussion of the role of visual and probe measurements in turbu-
lent structure research is given, stressing the constraining limitations
of each and the interrelationships of the two methods. A selective his-
tory of the use of visual results is discussed in terms of the constrain-
ing limitations of the visual methods. Retrospective remarks are presen-
ted concerning the Stanford visual data on the inner portions of turbulent
boundary layer structure. The final section discusses some general fea-
tures of what is currently known about the structure of turbulent boundary
layers, draws conclusions from this general knowledge, and poses questions
that seem currently important in gaining further understanding. The
paper stresses overall aspects of the structure problem at the expense
of details in an attempt to gain perspective.

INTRODUCTION

This paper was originally intended to cover only the topic of the
title, but as the writing evolved it became evident that, foi good reasons,
the visual data have become so closely entwined with probe data that it
is necessary to discuss both. For reasons of length, I have limited my-
self primarily to the experimental evidence, for the most part, leaving
to others the relationships to theory.

The intent of this paper is to focus certain issues of methodology,
of substance, and of communications process that seem to me important at
this time. In order to provide this focus, I have been selective, rather
than exhaustive, in the evidence cited. This is done in an attempt to
obtain a very broad overview as free as possible from the distorting noise
of excessive detail. The details will surely have to be filled in, but
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what seemed more important to me as a beginning point for this conference
was to try to formulate a clearer framework that might help the process
of clarifying the current questions about turbulence structure in bound-
ary layers.

The paper has four parts:

I. A brief reminder of the comparative advantages and disadvantages of
visual and probe methods.

I. A selective history of the role of visual studies in the turbulence
structure problem.

III. Some retrospective remarks on the Stanford visual data on wall-
layer structure and the relationship to later data.

IV. The structure problem -- critical questions and attitudes towards
them.

I. VISUALIZATION AND PROBE METHODS

There are several recent summaries of visual techniques, and the
purposes of visualization are discussed at length in the motion picture,
"Flow Visualization," NCFMF (1964). Even if this were not so, telling
this audience about basic techniques and purposes of flow visualization
would be entirely redundant. It may be useful, however, to remind our-

selves of the advantages and disadvantages of visual and probe methods
in summary form and to recapitulate the particular difficulties encoun-
tered by each in turbulent structure studies.

Table I

Some Advantages/Disadvantages of Visual and Probe Methods

Visualization Methods Probe Methods

a Give global picture. * Give point-by-point data.
s Allow relatively easy surv'ey e Survey of an entire flow field

of an entire flow field. very costly, time-consuming.
e Provide phase relations over * Provide phase relations for limi-

time and space for motions of ted number of points but not for
particles or structures. motion of particles; difficult to

track structures.
* Can be used very close to sur- e Difficult and of high uncertainty

faces and in separated zones. very near surfaces and in sepa-
rated zones.

* Relatively high uncertainty * Can be relatively accurate.
in numerical values.

e Subjective to the extent that & Can be objectified if the "noise"
the human eyeball is involved can be removed from the signal
with its considerable limita- for the structure.
tions in frequency and relia- (cont.)
bility. (cont.)
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9 No need to average over either * Spatial resolution usually a dif-
time or space. ficulty in at least one dimension.

Averaging needed for many types

of data to remove "noise."
* Technique dependent particu- * Technique dependent particularly

larly with regard to location with respect to data-reduction
of marking and reference frame procedures.
of viewing.

It is evident from the table that the characteristics of typical
probes and of visual methods complement each other to a remarkable degree.
This complementarity implies several things.

(i) Both methods are needed and should be used syncretically and to
check each other. Results cross-checked in this way are much less
apt to yield misinterpretations than results of either visual or
probe methods alone.

(ii) The simultaneous use of both visual methods and probes in some cases
may be more illuminating than iterative application, for example in
the work of Offen (1974) and several recent papers by Falco and
others in Mac Head's group (we shall have the most recent by Bandyo-
padhay later in this session).

There is an even more powerful but subtler reason for simultaneous
or iterative use of both methods than is explicit in Table I. Zilberman
et al. (1977) have recently made this point well.

"Part of the difficulty stemis from the fact that we are con-
cerned with a quasi-cyclic process of repeatable events which occur
randomly in space and time imbedded in an environment of finer
scales. We cannot unambiguously define the signature of an eddy
without a priori knowledge of its shape and its location relative
to the observation station, and cannot map such an eddy because we
do not have a proper criterion for pattern recognition."

This statement implies that in some instances it will be literally impos-
sible to extract desired results from probe measurements alone. In this
context it may be helpful to recapitulate in a more detailed way the
critical limiting difficulties of each type of technique, since these
aspects tend to substantiate the remark of Zilberman et al. and suggest
an even stronger interdependence of the methods than indicated by Table I.
The remarks may also help interpret better the selective history that
follows.

The critical difficulties in visual methods do not center on the high
uncertainty of the data, but rather on the fact that one observes streak-
lines rather than pathlines or mean streamlines in unsteady flows.
Streaklines are not well-adapted to the formation of mathematical models
in accessible modes of analysis, and as a result one tries to relate the
visual results subjectively, via heuristic mental processes, to the physi-
cal modules and then in turn to mathematical models. These subjective
inferences need to be checked by probe methods for final empirical
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verification. The truly considerable problem raised by this subjective
examination of streaklines has been most forcibly illustrated by Hama
(1962). One of his figures is reproduced, with his permission, as Fig. 1
of the present paper. Fig. 1 shows how an oscillatory motion superposed
on shear-layer motion might be misinterpreted as vortices by subjective
visual pattern study. The example is extreme but not inappropriate. Since
a great deal of the data on turbulence structure in boundary layers is vis-
ual, it is not surprising that the current scientific controversies include
many points that concern interpretation rather than the data per se. Much
of this difficulty is eliminated by use of combined-time-streak markers
(see Schraub et al. (1964). Moreover, if one marks a particle at a
given location, A, and then at a later time sees the marker at location
B, it is prima facie evidence that some trajectory connects locations A
and B.

.1
0*

x
o i .2 3 4 5 6 7 9

Fig. 1. Apparent vortices shown by streaklines for a shear layer
with a superposed sinusoidal oscillation of amplitude
0.05 u. From Hama (1962).

The most critical difficulty with probes comes from two sources and
is again not related to the sometimes considerable basic uncertainty in
data, but rather to questions of averaging and to the extraction of signals
from relatively high noise backgrounds. The critical difficulties thus
focus not to much on interpretation as on omission -- the danger is that
important phenomena will be missed. This is not hypothetical; it has oc-
curred in a number of instances. For concreteness I shall mention two
here. There were probe measurements of at least the outer portion of the
viscous sublayer prior to the 1950's, but there was no indication in these
measurements of the alternating array of transverse high-speed and low-
speed streaks that is the dominating feature of the structure of that
layer. This omission was probably due to the fact that the transverse
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length of the typical probes (hot-wires) is many times the length of a
streak in low-speed air flows of conventional research, and hence the
structure is simply averaged out. The difficulty may have been com-
pounded by the fact that the streaks are not stationary in location over
time, but the spatial averaging alone would probably have been enough to
have caused investigators using only probes to miss the phenomenon. An-
other instance that is at least as striking occurred in free-shear layers.
The cleverand extensive studies of Browand and Mollo-Christensen (as well
as those of many other workers) in the near region of jets failed to re-
veal the now familiar "pairing" process uncovered in visual studies by
Brown and Roshko (1974) and also by Winant and Browand (1974). Mollo-
Christensen and Browand did find subharmonics, but the effect of averaging
hid from them the nature of the underlying structural feature (pairing)
that created the subharmonics, and their interpretation was limited to
discussions of nonlinear interactions which fall short of providing a
clear structural picture. I choose this example precisely because the
difficulties lie with the basic problem of probe techniques and not in any
lack of ability of these very able investigators. Browand's recollection
on the matter in a letter to the author is attached as Appendix I. Fred
Browand's letter also makes another point: pictures in themselves are not
sufficient, either. The critical thing is appropriate interpretation of
the pictures to select centrally important structure features. This point
will recur.

I also want to show a very short film clip of pairing taken recently
by Gene Bouchard, a current doctoral student of Bill Reynolds' at

Stanford. Bouchard's work shows some interesting effects of modulation
on pairing, but that is not the purpose of showing it here; it is rather
so that we can see in vivo the very real difficulties of interpretation.
imagine you are an investigator who is trying to deduce flow structure
from one probe standing in the critical region where pairing vortices
pass the probe, but without the benefit of associated or prior visual
study. If you were to use several probes, but did not know of pairing,
the likelihood of a placement that would reveal the structure is vanish-
ingly small.

Notice also that a single hot-wire registers the magnitude of the
vector normal to the wire, so there is a good probability that large v
components of velocity will be read as changes in u if the picture is
not known.

Nor is visual study alone enough. As Browand notes, there is the
further difficult task of focusing attention on those few details, among
the myriad present in any turbulent flow, that are important to the phy-
sical process and are not just noise. In this connection, 0. Oseberg and
I (1971) failed to observe pairing in a different but related experiment,
even with visualization. When I look back now at Oseberg's films, the
pairing is clearly there. Moreover, the pairing seems obviously impor-
tant -- now that I know to look for it as a result of the attention fo-
cused on this flow module by Brown and Roshko (1974), Winant and Browand
(1974), and others.

5
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This short recap of the critical difficulties in visualization and
probe methods is perhaps enough to remind us of the need for cooperative
effort between those of us who emphasize visual and those who tend to rely
more on probe methods. It also makes very clear the need for iterative or
simultaneous use of the two methods. We need the visual (recognition)
methods plus good insight to survey total flow fields, disclose phenomena,
and suggest hypotheses. We need the probe (dissection) methods to improve
the accuracy, extend knowledge of details, and check hypotheses. Without
the foreknowledge thus far usually provided by visual studies, probe meth-
ods are in a very real sense blind and may fail to disclose important
phenomena. Without the greater accuracy and dissective power of probe
measurement, visual results often leave unchecked critical questions of
interpretation. We shall see the same lessons repeated in the next sec-
tion on the history of visualization in the structure problem.

II. A SELECTIVE HISTORY OF THE ROLE OF VISUAL STUDIES

As we all know, the discovery of the phenomena of turbulence by 0.
Reynolds (1883) in pipe flow was visual. And in this first instance, the
interpretation of the visual results led to some later difficulties. If
I can take the liberty of oversimplifying Reynolds' remarks, he concludes
that turbulence is more or less "a random fluctuation on the basic mean-
flow." He then proceeds to analyze turbulent motions, as we well know, in
terms of a two-part decomposition: the meanflow and the fluctuations.
This view leads to the formation of mixing length models that imply (al-
though do not require) that Reynolds stresses are more or less continuous
as a result of random fluctuations in a transverse velocity gradient. The
mixing length models have gradually been found to lack universality, so
that they are today usually seen as "postdictive" empirical fits rather
than as explanatory in the sense of a basic flow module. The view pro-
posed by Reynolds also led to the early statistical measurements that em-
phasized homegeneous fields and have not been very productive in terms of
applications, at least for shear flows. The probability is very high that
if the problem of turbulence were really characterizable as "random fluc-
tuations on the meanflow," the statistical methods would have solved at
least many important problems long ago; the well-developed methods of sta-
tistical mechanics are too powerful to believe otherwise. A central dif-
ficulty with the early statistical measurements is that they are based on
the idea that long-time averages will by themselves educe the underlying
structure. As we now know, this is sometimes untrue; it is to this point
that the quotation above from Zilberman et al. speaks. The discussions
in the Proceedings of the 1968 AFOSR-IFP-Stanford Conference on Computa-
tion of Turbulent Boundary Layers (Eds. Kline et al., 1968) show there was
still strong disagreement on this point at that time.

There is clear evidence in the literature that all is not right with
at least part of the view implied by Reynolds in relatively early times.
The Prandtl-Ahlborn pictures, taken in the late 1920's with a traversing
camera, show clear evidence of quasi-coherent structure in turbulent flow

'These films are undated, but Sydney Golds~ein, who participated in
the filming, indicated to tne NCFMF that they were taken in the late 1920's.
Copies of movies available as 'loops' from the Encyclopedia Britannica
Films.
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(see for example the pictures in Prandtl-Tietjens (1934)). The views of
the wall layers by Fage and Townend (1932), using particles and an ultra-
microscope, also show that the near wall layers are decidedly unsteady --

not merely slightly perturbed -- and hence that something is wrong with
the view of the viscous sublayer as a "laminar film." 4hy is it, then,
that the view implied by Reynolds remains the central paradigm, the cen-
tral conceptual belief system, in the turbulent research community until
well after 1950? It seems to be a case of the theorem of T. Kuhn (1962)
in his famous work on scientific revolutions. Kuhn concludes from study
of many historical examples that such central paradigms are never over-
thrown until someone advances another that seems to fit the data better.
The mere fact of contrary data seldom overthrows a central paradigm; in-
deed, since we are always dealing with approximate representatios of
nature in our scientific concepts, models, theories and 'laws', some con-
trary data nearly always exist.

What happened after 1950, then, to begin to change the view of turbu-
lence as a meanflow plus random fluctuations? First, there seems to have
been a growing realization that we were not increasing our understanding
or predictive ability concerning turbulence proportional to the amounts of
sophisticated research efforts devoted to the problem. Second, the semi-
nal work of Townsend (1956) on the Structure of Turbulent Shear Flow was
published. In this work Townsend takes a fundamentally different view,
namely, that large, relatively coherent structures play a dominant role
in maintaining shear-flow turbulence. From the experimental side, a num-
ber of investigators, four sets to my knowledge, uncovered data that were
flatly cont.adictory to existing ideas about the flow modules in the wall
layers, and all these arose because markers were used in the wall layers.
These four groups included: Beatty, Ferrell and Richardson see Cirrsin
(1957)); Francis Hama (1957); Howard Emmons and Mort Mitchner (unreported
in the literature circa 1951); and the group at Stanford beginning in 1956.
The work of Beatty et al. seems to have influenced chemical engineers,
particularly, to develop a body of theory concerning "replacement theories"
of the wall layers that have played an important role in mass transfer
theory, although I have not traced that literature in detail. Hama did
not follow up on his observations on the discussion of Corrsin's paper
with further publication. In his discussion, Hama does point to the dif-
ference between laminar and turbulent near-wall layers as seen with dye
markers, but focuses on the strong similarity between the wall-layers in
the turbulent layer and in the natural transition at the Klebanoff-
Tidstrom streak and initial spot formation stages. In a private conver-
sation, Prof. Emmons has told me that he and M. Mitchner observed sublayer
streaks in their famous work that first disclosed turbulent spots in
laminar-turbulent transition on a plate, but that they thought the streaks
were due to spurious experii,,ental technique, and did not follow up. In
the Stanford group we began observing the anomalous wall-layer behavior
in studies on diffuser flows, and hence in adverse pressure gradients.
In such flows the flow modules very near the wall are even more anomalous
than for a flat plate, when compared to the older view of the viscous sub-
layer as a uniform sheet of laminar flow. We came rather quickly to hy-
pothesize that this anomaly played a significant role in turbulence pro-
duction in boundary layers, and hence instigated a series of studies to
check this idea.

7
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The difference between the work at Stanford and the other wall-layer
work seems to have been that we did move beyond recording the anomalous
data to extract what we thought were central structural features, to hy-
pothesize what these features might mean, and to formulale experiments to
check the hypotheses. This is the point that Fred Browad makes in his
letter to me about the discovery of pairing, and that I Iave extracted and
underlined above: Observation does not seem to be enoughi-- we need to move
to the extraction of critical structural events and their interpretation.
These two ideas -- the need for interpretation, for iden ification of cen-
tral events, and the need for checks on the interpretatibn by other forms
of data -- have perhaps not been made sufficiently expli it in earlier
discussions of the role of visual methods in turbulent structure studies,
and hence I stress them here.

There are now enough data cross-checked between visual and probe meth-

ods to make it quite clear not only that the Reynolds stress is highly in-
termittent but also that it is associated with certain more or less identi-
fiable events. Indeed, this conference is largely concerned with further
clarification of the characteristics and repeatability of such events.

With this in view, it may be helpful to ask what it was that led Rey-
nolds to interpret his visual results as a meanflow plus more or less
steady "random fluctuations"? One can never be certain about someone

else's thinking process, but the ideas in the first section do suggest
some possible reasons. As noted, the results are strongly dependent on
the location of marking and the reference frame of viewing. In Reynolds'
experiment, he injected dye in the center of his pipe (and not in the
wall layers), and he viewed the markers from the reference frame of labo-
ratory coordinates. Such a marking location and view do give an appear-
ance of relatively steady random fluctuations superposed on a meanflow --
probably nearly everyone in this conference has seen the experiment done
and knows this picture from student days, texts, or NCFMF movies. Os-
borne Reynolds' conclusions were consistent with the marking method and
reference frame he employed. Hence the review here does not detract from
Rdynolds' landmark contribution; it merely emphasizes the cautionary note
concerning the constraining uncertainty of visual methods discussed in
Section I above.

Independently, based on probe measurements, Corrsin and Kistler
(1955) showed that the outer portion of the layer is intermittent and
hence also does not conform to the idea of simple meanflow plus random
perturbations; large eddies of some sort are present. This seems to be
one of the few incidents where a major structure feature has been initi-
ally revealed by probe measurements. Without meaning to detract from
this important contribution, it may be useful to note that it is possible
to observe intermittency in the outer layers with minimal conditioning of
data. Since there isa low noise background in the non-turbulent portions
of the flow, detection is thereby considerably simplified, and probe mea-
surements alone are less likely to be misleading.

After the 1950's, there have been many other significant visual
studies of boundary layers, particularly those of: Brodkey and colleagues
at Ohio State and Gbttingen; of Falco, Mac Head, and others at Cambridge;
and more recently of Coles and others at Cal Tech.

8
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I shall postpone further remarks on these more recent studies until
after a brief recapitulation of the main results of the Stanford studies
in the following section, in order to clarify certain matters of nomEncla-
ture and interpretation beforehand.

III. RETROSPECTIVE REMARKS ON THE STANFORD
VISUAL STUDIES OF BOUNDARY LAYERS

The visual studies of the wall layers at Stanford between 1957 and
1974 include primarily studies of the turbulent layer on smooth surfaces
with zero or small pressure gradient: Kline and Runstadler (1959); Run-
stadler and Kline (1963); Kline et al. (1967); Kim et al. (1971); Offen
and Kline (1974); and Kline and Offen (1974). However, one dissertation
was done on flows with positive and neaative pressure gradients (Schraub,

1965), one on rough surfaces (Liu, 1966), one on transition comparing
structures in the later stages with those of the turbulent layer (Meyer,
1961), and two on effects of system rotation (Coreolis force) in channel

flows (Halleen & Johnston, 1967, Lezius and Johnston, 1971). Some smal-

ler works were also done on the zone of incipient separation (Kline,
1957, and Sandborn and Kline, 1961) and on laminar-turbulent transition
'bubbles', i.e., quite thin, three-dimensional separations with transi-
tion occurring in the free-shear layer prior to reattachment. The range
of phenomena studied is mentioned here for two reasons: first, to give
an idea of the generality of the phenomena observed; second, to suggest
that the flat plate, both transition and fully turbulent, has now been
studied in some detail by many observers, but that almost all the other
phenomena still could profit from more detailed visual as well as com-
bined visual-probe and probe studies. See, for example, the survey by
Kline in the volume edited by Sovran (1967). This seems to me particu-
larly true of the zones of separation and reattachment, and of pressure-
gradient flows where we have yet a great deal to learn about structure.
An additional case of great importance not covered in the earlier surveys
also needing study is wall curvature which extends via mathematical
analogy to many cases of body forces. Moreover, for slow separations,
for reattachments of shear layers, and for adverse pressure gradients,
the data available suggest that the wall layer structure is probably even
more important to understanding the flow physics than for the flat plate.

What al' these studies showed as a uniform feature, with no observed
exceptions in thousands of individual observations in the Stanford labo-
ratory and also at times in other laboratories, is summarized in Fig. 2.
which shows a plan view and a side view of flow marked with a transverse
line of dye or bubbles. I shall run a movie of several views of these
phenomena shortly. Since the early studies at Stanford used marking in
the wall layers, we saw only the outgoing motions (see further comment
in final section). We were aware of this, and cognizant that return flows
had to exist by virtue of continuity, but initially were not sure why we
saw mainly outward motions. Nevertheless, the results of the early
studies, prior to 1965, established several points. Please see Fig. 2
for nomenclature.
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Fig. 2a. Plan view.

a = Wall migration

4--b = Streak liftinQ

C = Oscillation

Flow d = Breakup

Dye

Fig. 2b. Side view.

Test Plate

Figs. 2a,b. Schematic of wall-layer bursting as seen by dye

injection through wall.

y, normal

x, streamwise

z, transverse

Marker Line Views

" Direction (Camera Sight Lines)

x Not used Streamwise

y Normal Plan

z Transverse Side

Fig. 2c. Coordinates and Nomenclature
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I. Structure of Sublayer and Buffer Layer

The primary structure of the viscous sublayer is an alternat-
ing array of low-speed and high-speed streaks. The array has a
well-defined and repeatable mean spacing, but a very large standard
deviation of spacing about the mean . The mean spacing for all
pressure gradients on smooth surfaces is 100 wall-layer units. The
low-speed streaks are wider near the surface; the high-speed streaks
are wider farther out. Clear evidence of the streak structure is
seen to y+ = 40 for the flat plate, but it is well defined and
dominant only for y+ < 10 at moderate Re.

2. Intermittency

The viscous sublayer is distinctly intermittent in the sense
that markers introduced into the sublayer do not stay there as the
fluid moves downstream. Fluid marked very near the surface of a
flat plate (we estimate at y+ < 0.1 for some observations and well
below y+ = 1 in many) moves very slowly outward, but after some
distance was always seen, in our observations, well out into the
buffer or log zone before the markers diffused and could no longer
be followed. Following the argument made in the first section of
this paper, the result is unequivocal; fluid does physically inter-
change intermittently between the layers closest to the wall and
the zones farther from the surface. Nothing is implied at this stage
about interpretation or significance; it is simply a uniformly ob-
served fact that interchange of fluid occurs between the fluid clo-
sest to the wall and the buffer and log regions. We did not at
first see the return flows; so far as I know these were first docu-
mented by Brodkey and co-workers (1969) using different marking
techniques and viewing frames.

3. The outgoing motions described in part in the preceding paragraph
comprise a definite repeatable quasi-cycle of events. This quasi-
cycle has a definable and repeatable period; however, the period also
has a very high standard deviation. Questions existed, and to some
extent still exist, about how best to define the mean period and on
what parameters to correlate it (see next section), but the central
fact is that it exists.

Perhaps the most surprising things about this streak structure are
its strength and universality. It is present in every observation from
the turbulent spot stage downstream, whenever the flow is turbulent. We
have yet to see a single exception. In fact, I now consider the presence
of wall-layer streaks as a critical diagnostic for whether a given zone
or patch of the layer is turbulent. In many instances we tried to see how
long it would take to establish the streaks when markers were inserted
uniformly; we used several dye and bubble techniques striving to increase
uniformity of marking transversely. In no case were we able to make vis-
ible a delay period where the markers were uniform for some distance from
their insertion, and then gathered into streaks. They always appear to
move into streaky patterns without visible delay. One might say the
structure enforces itself very strongly on the markers.
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4. The features described in the preceding paragraphs 1, 2, 3
have time-sequences or phase relations that can be described in
four parts:

a. Wall migration. Markers inserted within the sublayer always
go into the low-speed streaks -- not the high-speed. These
marked low-speed streaks migrate very slowly outward. The
closer the low-speed streaks are to the wall when marked, the
longer the average distance of this slow outward motion.
This migration may involve many boundary layer thicknesses.

b. Streak-lifting. At some point, when the markers reach near to
the edge of the viscous sublayer, the low-speed streak 'lifts',
that is, it turns sharply outward and in a relatively short
distance, typically less than a boundary layer thickness, it
is seen to be in the buffer or inner portion of the log layer.

c. Oscillation. The lifted low-speed streak appears to oscillate
violently,-but only for a few cycles, typically two or three.
The oscillation is seen in both plan and side views, and hence
is three-dimensional.

d. Breakup. The streak is observed to "break up" into much finer
grain, smaller scale, and more chaotic motion. At this point
the visibility of markers is quickly destroyed, and we were
unable to track the motion farther as a coherent structure
using this type of technique in a laboratory reference frame.

Relatively early in the work (see Kline and Runstadler, 1959), we
hypothesized that thi.s set of specific events played a role in turbulence
production. The study of Kim et al. (1971), which was the first to use
the combined-time-streak marker method (developed for this purpose and
for the teaching movies of the NCFMF), established the validity of this
hypothesis at least for relatively low Reynolds number layers on a flat
plate. In particular, H. T. Kim showed that approximately 70% of the
total turbulence production in the boundary layer occurs during the
events in the quasi-cycle called 'bursting', (d) above (see also Sec-
tion IV).

At a later time, the results of Brodkey and Corino (1969) led us to
employ visual methods that overlapped the earlier studies but also made
visible inward motions -- "sweeps". These results, Offen and Kline
(1974), and also those of Brodkey et al. at roughly the same time, show
that the sequence of events (a), (b), (c), (d) above become involved in
larger-scale motions that propagate disturbances which observably, about
half the time, appear to set qff a new sequence of low-speed-streak lift-
ing, oscillation, and breakup . Thus the complete process appears to be
quasi-cyclic over time and space. Since I am surmarizing the Stanford
studies, it seems a good place to attempt to clarify some misconceptions

In Offen and Kline (1974) we also suggest some possible interpreta-
tions regarding interaction of inner and outer layers, but I leave this
to discussion in the conference for reasons that appear below.
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about those studies that have appeared in the literature or have repeat-
edly formed the basis for questions.

First, do the low-speed sublayer streaks move upstream? In our ob-
servations, the answer is quite clear, but it must be given in two parts.
For zero and favorable pressure gradients we have never observed an up-
stream motion in laboratory coordinates. For the flat plate case, the
velocity excursion of the high- and low-speed streaks is 50% up and down
from the long-term mean speed at a given y+. Thus the excursions are
surprisingly large, but do not extend to flow reversal for favorable or
zero-pressure-gradient cases. For adverse pressure-gradient cases, flow
reversals of the low-speed streaks are observed (see Kline, 1957, and
Sandborn and Kline, 1961). At first we called this "small transitory
stall," but I now believe that "incipient separation" is more accurate
and descriptive. I thinK this phenomenon is well worth further study;
our studies were not extcnsive, and the phenomenon is, I believe, criti-
cally important in all turbulent layers that are near or slowly approach-
ing complete separation. Only two further detailed studies have been
done to my knowledge, by Simpson and colleagues (see Strickland and Simp-
son, 1970). The same remark is true concerning reattachment of shear
layers; no really enlightening study of structure has yet occurred; see
J. Kim and Kline (1978) on reattaching flow for an example of why struc-
ture is important. I understand Dr. Bandyopradhay will also speak about
reattaching flow later in the session. Some current further research at
Stanford also concerns reattachment.

Second is a matter of nomenclature that has become confusing. We
called the total three-part sequence described in (b), (c), (d) above
'bursting'. That is, bursting as we used the word included: streak-
lifting, oscillation,.and breakup. In view of later results, it might
have been better to have called (d) alone 'breakup' by the name 'burst-
ing', but we did not. A number of measurements by others identified
bursts in various ways, usually by monitoring the Reynolds stress or
some derivative of it. Since the high Reynolds stress and turbulence
production occur in what we called 'breakup', this is the identification
I believe should be made, and not to what we called 'bursting'. However,
as Offen and Kline (1973) showed, the various techniques were not in
good correspondence; they agreed much better than chance, when directly
compared, but at that time none of the available methods for picking out
bursts correlated well enough to be sure we were getting sufficient over-
lap of the samples of the events involved in the periods of high Reynolds
stress. It may well be that the more recent and sophisticated correla-
tion methods such as that of Zilberman et al. (1977) will show better
agreement, but that remains to be checked at this time.

Third, we have sometimes been quoted as suggesting that the sublayer
is unstable. Our data do not support this remark, and, so far as I know,
we did not make it. We did suggest that the lifted-low-speed streaks
appeared to become unstable, but this occurs in the buffer- or lower log-
layer after the low-speed-streak has 'lifted' away from the wall, and
that is qualitatively different from saying the sublayer is inherently
unstable. See also remarks below, and in the final section, on this
point.
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Fourth, did we observe upstream extending trajectories of lifted
streaks, that is, of outgoing motions? The answer for the flat plate is
unequivocably No! For adverse pressure gradients, incipient separation,
one sees short upstream motions, but these quickly revcr-Z into outward
and downstream trajectories so long as the flow is not fully separated.

Fifth, there has been some discussion of G. I. Taylor's suggestion

that separation might play a role in transition and, by extension, in
low-speed-streak lifting. Separation in the sense of recirculating flow
in a laboratory frame of reference can play a role, but it need not and
does not in our observations of the zero and favorable pressure-gradient
cases. The remark of Offen and Kline concerning flow separation is re-
stricted to a moving reference frame and cannot be detached from that
frame without doing violence to the concept and the observations.

I would like at this point to introduce a plea for clarity on cer-
tain points that seem to me an object lesson of the preceding paragraphs
on questions about our work and the remarks on the central difficulties
of visualization in Section I. At least in this conference it would seem
very helpful, I would like to say imperative, that we be clear on ce-tain
points if we are to understand each other accurately. In particular, i
hope we can regularly identify three things: (i) reference of coordi-
nates; (ii) locations of markers; (iii) lines of sight, views, camera
angles. It is very helpful to use different words for (ii) and (iii), as
in Fig. 2. Even more important, given the fact that we are talking about
a complex series of events apparently occurring in a quasi-cyclic way over
time and space, when we speak of an event or a flow module, such as an in-
stability, I hope we can say clearly: (i) where it is in space, the y+

for example; and (ii) its relation in time to other events. Finally, if
we use the word "burst", I hope we can agree to give the criterion (or con-
cept) used to identify it.

What is given to this point in the present section is a report on
observables; up to the limits of technique and uncertainty, it seems safe
to take them as facts. However, I need to move now into a qualitatively
different kind of realm -- that of interpretation -- and I want to mark
the transition clearly. In the realm of interpretation, much doubt and
considerable difference even of qualitative explanation still exist. And
in recent years these differences seem to have grown rather than shrunk.
I hope that one function of this meeting, restricted as it is to research
workers active on problems of boundary layer structure, will be to begin
to sort out agreements, questions, and differences and assist in planning
strategies for clarifying questions and differences. I shall return to
this point in the final section.

I cannot in a reasonable length treat all the problems of interpre-
tation, but I should like to discuss three I see as currently important
to get them on the floor for continuing discussion in this meeting: (i)
the relative importance of the inner and outer layers in producing and
maintaining turbulence, and the relationship, if any, between those lay-
ers; (ii) the relative importance of large- and small-scale motions in
producing Reynolds stress; (iii) the flow module or cause, if you insist,
of the intense intermittent periods of high Reynolds stress.

14
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In regard to the inner and outer layers, I want to employ the method
of logic I call negative inference . I have done this before, but not
for publication. In this method one delineates a complete set of hypoth-
eses, covering all possible cases, and then eliminates some of them by
counter-example. Unlike the method of positive (inductive) inference,
negative inference closes and can give clear-cut results. Let me form a
complete set of three hypotheses with regard to the roles of inner andouter layers: (a) outer-layer-dominated; (b) inner-layer-dominated; (c)
interactive. (a) implies that the important events occur in the outer
layers and the inner layers are in a sense merely "dragged along for the
ride" by Reynolds stresses; this is at least the implicit view of most of
the older literature on boundary layers. (b) implies that something,
usually an instability, occurs in the inner sublayer that drives the outer
flow. Three theories based on this kind of idea have been published:
Einstein and Li (1957), Hanratty (1956), and Black (1966). (c) implies
that both the inner and outer layers are important and that the two lay-
ers interact with each other, either rapidly or slowly, in some signifi-
cant way. It is not difficult, given the evidence now available to
eliminate (a) and (b) by negative inference. I shall not cite all the
data, since only one counter-example is logically required, but I shall
give several in each case to supply redundant arguments.

To eliminate hypothe *; (a), outer-layer-dominated, consider the
data data on drag-reducing polymers and on rough walls. We know that if
polymers are present in the outer (but not the inner) layers of the flow,
little if any effect on turbulence levels and turbulence production oc-
curs. On the other hand, introducing polymers into the wall layers (but
not the outer layers) causes an almost immediate and often large (up to
80% in some data) reduction in turbulence production and dissipation.
See for example Oldaker and Tiederman (1977) and underlying references.
Consider the flow over a plate with a smooth surface for some distance,
followed by an abrupt jump to a rough surface. After the jump in rough-
ness, the smooth-surface-type equilibrium layer established on the early
Dart of the plate will be gradually "eroded" by the rough-surface-type
layer, since a rough layer grows faster; thus, sufficiently far down-
stream, the entire layer will have the characteristics of an equilibrium
rough layer, consistent with the new value of wall shear. For data see
Tani in the volume edited by Kline et al. (1968). Further, see the re-
marks in the final section regarding many different kinds of effects
that 'stabilize' or 'destabilize' the wall layers. These two effects,
roughness and polymers at the wall, thus show beyond doubt that what hap-
pens at the wall or very near it is important through the whole layer on
the, most significant physical quantities, and this directly contradicts
an outer-layer-dominated view.

With regard to hypothesis (b), inner-layer-dominated, consider the
data of Brodkey and colleagues and of Offen and Kline. In both these
studies the "breakup" is seen to cause disturbances that in some cases
(observably about half the time) appear to start the next cycle of low-
speed-streak lifting, oscillation, and burst farther downstream. Also,
many sets of data show unequivocally that wall-pressure fluctuations

Called "strong inference" by some; see for example Platt (1966).
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scale on outer-flow frequencies, not wall layer variables, as a function
of Reynolds number; see for example Willmarth (1977) and underlying ref-
erences.

Also, the very clear "tracks" of inward-moving "sweeps" that begin
sublayer streaks presented by Oldaker and Tiederman (1977) show that the
outer flow does strongly impress itself on the wall layers. Finally, the
recent papers by Falco (1977) and underlying references indicate that im-
portant, Reynolds-stress-bearing events in the outer layer are character-
ized by length scales of inner variables*.

In sum, the only tenable hypothesis, in view of much present data,
is hypothesis (c) -- the inner and outer layers interact. Both inner and
outer layers are important in understanding the physics of turbulent
boundary layers, and the actual interaction process is very probably also
important to that understanding.

Looking at them retrospectively, the results of the Stanford visual
studies appear consistent with an interaction model. Observe, in particu-
lar, that the oscillation and breakup stages, in our nomenclature, involve
a strong interaction of the lifted streak with the surrounding flow.
This is evident from the fact that the lifted streak typically begins with
a characteristic cross-section dimension of roughly 20 wall-layer units,
and the oscillation and breakup appear to have characteristic overall di-
mensions an order of magnitude larger. The lifted-low-speed streak has
become involved with other fluid, apparently owing to either an instabil-
ity of the shear-layer formed by the lifted-streak or of some other kind
of interaction process. We suggested the possibility of instability at
this point because the instantaneous U(y) profiles in such flow modules
reported by H. T. Kim et al. were characteristically strongly inflexional.
But our data do not rule out the possibility that the breakup stage arises
from an interaction with the outer flow; indeed, as I have just suggested,
the data imply an interaction in some sense -- it is the 'sense' that still
seems to me to be in question. Moreover, there is nothing in the data
that suggests that the sublayer-streak structure cannot be the result of
'footprints' of the outer flow; indeed, the totality of data and theory
now suggest that they are such 'footprints'. This is also in some sense
an interaction, and again it is the 'sense' that seems to me still unde-
termined at present.

It has been the common wisdom for some time that the large eddies
carry the Reynolds stresses. However, recent data raise doubts concerning
this view. The data of Falco (1977) and underlying papers suggest that
the high Reynolds stresses occur in eddies that scale on inner variables
and are much smaller (the order of the microscale) than the largest iden-
tifiable eddies in the boundary layer. Willmarth and Bogar (1977) reach
similar conclusions, on a tentative basis, from measurements with excep-
tionally small hot-wire probes. The data of H. T. Kim et al. (1971) and

The mean time between such events is still subject to very large un-
certainty cwing to problems of recognition (conditioning). As Laufer (1972)
notes, the uncertainty is the order of a factor of 5, conclusions that rest
on discrimination of this mean period to tighter levels seem tome still ques-
tionable.
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of Offen and Kline (1974) also create some doubt on this issue. In par-
ticular, Offen and Kline did not observe high Reynolds stress in the os-
cillation stage, as we expected beforehand from the common wisdom about
scale; instead we observed the high Reynolds stresses in the breakup
stage where the characteristic scale is much smaller. Moreover, condi-
tionally sampled spectra taken by Offen to include only 'breakup' times
showed increased energy in the minus-one range of the spectra, but an
even larger increase in the dissipation range -- that is, at small scales.
(As an aside, it may be well to note with regard to difficulties men-
tioned in Section I above that the long-time averages from the same flow
showed no bulges in the spectra at all; the critical phenomena are missed.)
I do not want to comment further on this point here; I want only to get
these data and the question of the contribution of small-scale and large-
scale motions to Reynolds stresses before the meeting as a potentially
important question for discussion.

In recent years the flow modules and theoretical concepts advanced
as potential explanations for turbulence production have proliferated.
Landahl (1977) has continued his work that conceives of the production
as a wave-guide phenomenon dependent on subtle phase relations. Coles
and Cantwell (1977) and also Brown and Thomas (1977) view the production
of turbulence as arising from the passage of large-scale structures aris-
ing in the later stages of transition and sweeping downstream. These
authors also suggest that the sublayer-streak structure arises from
Taylor-Gbrtler instabilities, owing to the passage of these larger struc-
tures over the wall layers. Falco (1977) suggests that the turbulence
production arises in the outer flow from characteristic eddies occurring
on the back, the upstream face, of the largest eddies (bulges). Zilber-
man et al. (1977) describe the characteristic eddy as an arch underneath
which faster-moving fluid is observed at one stage, and suggest this
faster-moving fluid may be 'sweeps' that interact with the wall layers.
Kim et al. (1971) suggested that production might arise from an instabil-
ity owing to the sharp shear layers created by low-speed-streak lifting.

All this looks pretty confusing; it might seem as if we have 'too
much' evidence. I don't think this is so, however, for several reasons
that I take up in the final section. I need not dwell on the fact that
this conference needs to try to assess these views as competing bases;
that will naturally occur. But I do want to suggest that we give equal

P attention to the questions: "To what extent are these competing concepts
merely different views of the same thing? "In what ways are they con-
sistent with each other when we take acount of the different ways in
which they are framed?" I discuss these and related questions in the
final section of this paper.

IV. THE STRUCTURE PROBLEM: SOME CRITICAL QUESTIONS AND ATTITUDES TOWARD
THEM

In this section, I shall revert to talking about the characteristic
turbulence structure as a herd of elephants -- as this research community
has done before -- by analogy to the story of the three blind men and the
elephant. What do we know in 1978 about this herd of beasts? What does
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the selective summary of the preceding section tell us? Taking again an
overview to avoid confusion from too many details, it is clear that we do
know some general things quite clearly. I shall enumerate some and then
discuss them.

1. The herd and each individual elephant are very complex. It is hard
to see how they could be much more complex. Unlike most physical
phenomena, turbulence is not simple, and thus far does not seem
amenable to extraction into simple elements and models.

2. The elephants are intermittent in their appearance at a given loca-
tion, and they are set in a background of high noise.

3. All the observable features of each elephant have high standard de-
viations of the central properties about mean values extracted by
appropriate conditioning of data.

4. The passage of an elephant appears to include a quasi-cyclic set of
at least several events occurring over time and space. (However,
it is not clear at present how long an individual elephant lives.
Does he die and then become reincarnated by later events? Does she
go on forever, presumably by extracting energy from the mean flow?
Or does the elephant change her spots, so to speak, become, say,

a leopard for a short time at some stage like 'bursting', and then
retransform to an elephant at the next stage in the quasi-cycle
farther downstream?)

5. The inner and outer layers have distinct and different characteris-
tic lengths and times. Both layers are physically important. The
two layers interact with each other, but usually approach "equilib-
rium" relatively'slowly. Nevertheless, the interaction appears im-
portant to the physics.

6. We have a number of views of a single elephant taken with different
techniques and from different reference frames.

7. The nature of tie elephant is such that the effective shear forces
(and more generally all the important properties of the layer) are
significantly altered by a wide variety of oarameters that for the
most part do not affect laminar layers in the same way. These include:

(1) streamwise pressure gradient
(2) centrifugal force (with or without density gradient)
(3) Coriolis forces
(4) wall curvature
(5) wall roughness
(6) compliant walls
(7) energy release, chemical reactions
(8) density stratification in gravity (or other force) field
(9) additives (e.g., polymers)

(10) compressibility, at least at hypersonic speeds
(11) two-phase flow
(12) EHD forces
(13) MHD forces
(14) oscillations of mainstream
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Each of these effects is capable of changing levels of turbulent shear
and turbulent production up and/or down by an order of magnitude. Hence
the elephant is functionally as well as structurally complex. Adequate
understanding of turbulent shear layers must include at least an expla-
nation for these phenomena, since any explanation that does not is incom-
plete. Moreover, these data for boundary layers uniformly follow the
qualitative idea that when the wall-layers are stabilized , the level of
turbulent shear, production and dissipation in the layer drop. Con-
versely, when the vall-layers are destabilized, turbulent shear, produc-
tion and dissipation rise, but in some cases only to an upper limit. We
are not able to put numbers on many of these effects, at present, but the
qualitative trends are known. This fact, the effect of wall-layer sta-
bilization (or destabilization) beyondalaminar effect, provides another
strong contradiction to the idea of outer-layer dominance of the boundary
layer in the sense discussed in the previous section. It also indicates
that turbulence is not a single state or condition, but a spectrum of
states over more than one dimension. This in turn also helps understand
why correlations (such as mixing length) taken from one flow do not ex-
trapolate well to flows with different structure.

What can we get from this list of very general statements that are
quite lacking in specificity?

As a first item, it is evident that we can rule out conceptual bases
that imply anything too simple--for example, a basis that implies com-
plete dominance by either inner or outer layer or that cannot at least in
principle explain the list of phenomena that raise or lower production in
item 7 above.

Item 4 in the list warns us against talking easily about causation.
In a cycle, a looped process, cause and effect blend as one goes around
the loop. What one sees as either cause or effect becomes at bottom
merely phase relations. We might say A leads to B, but we need to
be cautious about saying, "A causes the whole structure or sequence of
events."

The long list of events in the quasi-cycle warns us of the very real
danger of mistaking a view of one piece of the elephant for the whole
beast, or the whole herd. This difficulty is compounded by the "views"
of specific measuring techniques discussed in Section I.

What else can we get from this seemingly discouraging list? If we
assume nature is not playing tricks on us, and no evidence in science
elsewhere suggests that nature is that nasty, then there is only one
elephant, and one herd. How, then, can we have views as different as
those summarized at the end of the previous section? The answer is sup-
plied at least in part by item 6, when viewed with the other items, and

Stabilized here implies that the layer is stabilized if the forces
on the flow are such that either (a) a slow-moving particle perturbed by a
motion away from the wall tends to be 'pushed' back and/or (b) the velocity
differential between transverse streaks is diminished.
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also with the central difficulties of interpreting visual and probe data
summarized in Section I above. What we have, for the most part, is not
flat contradictions. Rather, we have different views of parts of the
elephant taken in ways that emphasize different properties and, if we are
not careful, lead us to extrapolate to different shapes for a whole beast
or for the herd. Both the discussion of how different techniques give
different views and the history of scientific controversy suggest the like-
lihood that each of the views we have contains a part of the whole truth.
Each is probably a truth in some sense, but only a partial truth . If
that is so, then a currently pressing task is to seek ways to synthesize
a better image of the whole truth from the various views now available.

Let me be more specific with regard to the nature of some of these
views, in order to point out how the available views may go together. I
shall not here attempt a synthesis; I shall merely point a possible direc-
tion. Suppose we assume, for understanding, that the elephants face down-
stream and walk along the surface. Then the Stanford visual data give a
view that emphasizes a cut through the underside of the elephant, mostly
in plan and side views. Bob Falco has a view that emphasizes the top of
the elephant and tends to show more of the skin than the inside, at
least visually; he also has slices that run down the middle axially and
at various sections transversely. Coles has views that show more clearly
the edges of one or a few elephants than the middle, also usually in plan
view. Brodkey and Corino have a slice of the elephant that is usually
very thin. All these views stand and watch elephants tramp by. Nychas
and Brodkey have a view from a howdah on the back of an adjacent elephant,
and Chuck Smith has views from a jeep moving along at various speeds
which we shall see later this morning. There are, of course, others.

The picture from this simple analogy helps us see why we are dis-
agreeing on some points. Schematically, we do not even have anything as
simple as a jig-saw puzzle. In a jig-saw puzzle, there is a principle of
conservation of total surface; in the data available on turbulent boundary
layers, we have some bits that overlap and we are probably still missing
some pieces.

Can we see where some overlaps must occur? I believe we can. If
Falco's data and those of H. T. Kim et al. are to be believed, then there
must be some relation between Falco's characteristic eddies and the
'breakup' flow module in t:e Stanford data, at least in the inner layers,
since otherwise we shall aczount for more than 100% of the turbulence
production in that part of the layer. Both these views should then also
be related to the faster-mo,,ing fluid observed under the arch by Zilber-
man et al. (1977), if their suggestion is correct. In this mode of
thought, when we attempt to 7ook for overlaps and similarities rather
than differences, we also see that there is not a fundamental contradic-
tion between the view of some Kind of 'structure' (or 'operator') passing
overhead, through the outer layers, and the quasi-cyclic events near the
wall summarized via the Stanford data above. If we accept the idea of
the previous sentence and also accept that the interaction between the

As some anonymous cynic has remarked, "Science tells the truth,
nothing but the truth, but never the whole truth."
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inner and outer layers is important, then we see the possibility that
this interaction could occur between lifted low-speed-streaks and struc-
tures passing overhead. The passage could both trigger the interaction
and be maintained by it via the production of high Reynolds stress, and
this part of the sequence of events might account for the transformation
of elephants to leopards, and back again, if that is the way we ulti-
mately choose to conceptualize this part of the processes. These kinds
of questions seem to me peculiarly timely to the present state of know-
ledge and to this conference. However, the suggestions here are intended
to be provocative -- not definitive -- so that the details are left open
for discussions involving the originators of the various views -- that
is, to the work of the conference.

* One aspect of what is suggested in the preceding paragraph seems
anomalous and therefore worth focusing on. The low-speed-lifted streak
generates a deficiency of velocity and momentum. Yet the incoming sweeps
that arise after breakup and appear to trigger more streak-lifting far-

*ther downstream have excess velocity and momentum. Since both these
effects seem to be associated with one event, the processes appear un-
clear to me. They seem to need some kind of strong mixing or overturn-
ing, or some explicit three-dimensional effect we have not seen. Com-
ments on this point might be useful.

Throughout this paper, I have tried to focus on some issues and
thereby raise what seem to me timely questions. The questions I see as
most important currently have been recapitulated on a separate sheet.
Don Coles and some others have also tried to prepare a list of questions
that they see as currently important. Those lists have been consolida-
ted. I should like at this time to invite any member of the meeting who
wants to read the list and possibly add to it to do so during the breaks
this morning or at the end of this morning's session. We have already
made arrangements to reproduce the results of the complete list and cir-
culate them to you shortly thereafter in order to aid the ongoing'dis-
cussions of the conference.

Finally, in closing, I should like to discuss attitudes toward the
structure problem as they are suggested by the material in this paper.
if it is true that we are studying a v -y complicated herd of elephants
and also that we now have a varipty of overlapping but probably less
than complete views of the individual beast and of the herd, then it fol-
lows that we shall get on more rapidly at this point in time with the
task of understanding and providing a basis for improved mathematical
modeling if we operate in a more cooperative and less competitive mode
than is historically normal in Western science. In particular, we need
to pay careful attention to the views of the elephant obtained by others
with regard to how these other views add to, reinforce, and suggest mod-
ifications of what is seen from the views we have found individually.
This is particularly true of the interpretations of the data. We must
make such interpetations, since, as Fred Brownd says about quantitative
measurements, "They don't mean much if you don't understand the under-
lying physics." And, so far, the best tool we have on the average for
understanding the physics in this sense is an insightful interpretation
of appropriate visual data. However, the examples of this paper show
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that such interpretations are not only inductive inferences, but are
strongly affected by marking location and viewing frame. Hence, they
must be checked against other views and other forms of data. Moreover,
similar remarks apply to interpretations of probe data, for different
reasons, as the examples above show.

It is at this point that the competitive mode gets in our way. It
is very hard for most of us even to consider modifying interpretations
that seriously involve our own work and our own thinking. But that is
what we need to do if we are to honestly seek an integration of the
variety of current views of the herd of elephants we call turbulent
boundary layer structure, and this integration seems to me the currently
critical task if we are to form a clear and consistent picture based on
the maximum information input. As a personal offering toward increased
community cooperation, let me mention four points on which past inter-
pretations we have made from the Stanford data may or do need modifica-
tion.

1. In the work of H. T. Kim et al. (1971), we remarked that essen-
tially all the production occurs during bursting times. That statement
needs modification. As Willmarth (1975) and Brodkey, Wallace and Eckel-
mann(1974) have shown, only about 70% of the total production occurs
during such times. We made the interpretation mentioned because at that

*. time only long-time average measurements of production were available;
hence no one was aware that for every 140 units of total production about
40 are balanced out by negative production. Kim's data show that essen-
tially all the net production occurs during bursting times -- not the
total -- and this is approximately 70% of the total. T his does not mod-
ify the conclusion that bursting times are significant evots.

2. Because we had a view that emphasizes the underside of the ele-
phant in lab coordinates, and because other views of comparable detail
were at that time lacking, we probably overemphasized the importance of
wall layers, or at least sounded as if we were doing sc. This may have

contributed to the misunderstanding that some readers obtained concerning
"sublayer instability" mentioned above. My present views on this question
are contained in the discussion of Section III above and will not be re-
peated here.

3. In the results of H. T. Kim et al. (1971), we correlate mean
time between bursts by normalizing on wall variables. Within the range
of Reynolds number available to us at that time, and the uncertainty in
the data, it was not possible to tell whether inner or outer variables
provided the better collapse of the data. Nor was there a theory to
guide us. Later data at other Reynolds numbers suggest, on balance, that
outer variables do correlate mean bursting time better; see particularly
Laufer and Badri-Narayanan (1971). However, the data are such that this
question is not entirely settled at present.

4. In the work of Offen and Kline (1975) we speculated that perhaps

pairing of the bursts created the larger eddies in the outer flow. In

view of the recent work of Brown and Thomas (1977), this suggestion may

be wrong. It needs more study.
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I hope that this list of matters that do or may need modifying in
our interpretations will encourage individuals to consider what modifi-
cations of their own interpretations are suggested by the 'views' of
others, in order that in this conference we can make common cause toward
increased understanding of the problem of turbulent boundary layer struc-
ture.
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Appendix I

RECOLLECTIONS OF SHEAR LAYER EXPERIMENTS

F. K. Brgdnd
Department of Aerospace Engineering
University of Souchern California

Los Angeles, California 90007

My original experiments in the mixing layer (1964-65) were confined

to the first 4 or 5 wave lengths of the most unstable wave. The maximum
Reynolds number was AUx/v = 4 x 104. The results were primarily u'
velocity fluctuation measurements with hot wires. I did do some visuali-
zation with smoke in the initial stages of the experiemnt, but the sig-
nificance of the pairing vortices completely escaped me. My interpreta-
tion of the hot tire measurements in the non-linear transition region was
essentially spectral. I looked at filtered hot wire outputs to determine
the amplitude contribution of the various components in the spectrum.
(There were perhaps 6 discrete components.) I remember having the feel-
ing at the time that very little new information could be learned from
visualization, and I wanted to be as quantitative as possible.

In the intervening years I have, or course, changed my opinion con-
siderably. There are probably several reasons. First, I was very im-

pressed with the work you did aLOut that time in the boundary layer.
(I first saw this work after I had finished my thesis.) You were taking
a fresh, unprejudiced look at the boundary layer and learning startling
new.physics. Second, I guess I was less impressed with quantitative mea-
surements -- they don't mean much if you don't understand the underlying
physics. Third, we started visualizing the mixing layer in our water
channel with a density difference between the two layers. Here was a new
and different problem, and we could clearly learn a great deal by using
visualization. Clint Winant's thesis topic was originally to be the
stratified mixing layer. As a start, he looked first at the homogeneous
mixing layer. Because we introduced dye initially into the region with

vorticity, the downstream vortex lumps showed up very clearly. When we

first observed the repeated pairing interactions, our feeling was --
what an interesting sequence of events taking place in the mixing layer!
Gradually, it dawned upon us that these events were not taking place in

the mixing layer, but rather these pairing interactions were the mixing

layer in a very essential way. I think this was our contribution -- to

postulate that these relatively deterministic vortex-pairing interactions
are the mechanism by which the fully turbulent mixing layer grows and
sustains itself.
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FLOW VISUALIZATION AND SIMULTANEOUS ANEMOMETRY

STUDIES OF TURBULENT SHEAR FLOWS

Robert S. Brodkey

Department of Chemical Engineering

The Ohio State University, Columbus, Ohio 43210 USA

ABSTRACT

" The present paper is an attempt to summarize and interpret the re-
sults of visual studies at The Ohio State University in terms of the co-
herent structure approach to the understanding of turbulent shear flows.
Research involving simultaneous anemometry and stereoscopic flow visual-

- ization is outlined. However, no attempt has been made to summarize the
extensive anemometry work and analysis done in Germany with which the
author has been associated. Nevertheless, it should be clear that it is
impossible to remove from the author's mind all the influences from that
work as well as all that seen in the literature; thus, in a true sense
the integration of ideas presented here is a prc , t of not only our
work in Columbus, but also the extensive cooperative work in Germany as
well as that by others from all around the world.

1. INTRODUCTION

In order to place the visual studies carried out at The Ohio State
University in context with studies on coherent structures in general, a
review is provided in Figure 1. The early visual and anemometry studies
can, in retrospect, be considered the beginning of the concept of coher-
ent structures. The efforts of Ferrell, Richardson, and Beatty (1);
Hama (2); and of Kline and Runstadler (3) are noteworthy in that they
uncovered the streaky nature of the flow in the wall region. More re-
cent visual and anemometry studies of the last ten years or so have con-
centrated on using a wide variety of methods in order to elucidate the
coherent structures that exist in turbulent shear flows. Most of these
efforts are being continued today as well as newer efforts at making
simultaneous anemometry measurements and flow visualization studies.
This latter should allow a better understanding of the specific signal
signatures of the coherent structures. Certainly, all of this work is
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EARLY VISUAL (Wall Streaky Structure) EARLY ANEMOMETRY (Zone Avenue)

North Carolina State Johns Hopkins University
University of Maryland University of Southern
Stanford University California

MORE RECENT VISUAL MORE RECENT ANEMOMETRY

Stanford University Johns Hopkins University
The Ohio State University University of Southern
California Institute of Technology California
Cambridge University University of Michigan

Max-Planck-Institut fur
Str6mungsforschung

The Ohio State University
University of Maryland
California Institute of

Technology
France, Australia, India and
many others around the world.

SIMULTANEOUS MEASUREMENTS

Cambridge University
The Ohio State University

Max-Planck-Institut fUr Str~mungsforschung
Michigan State University

THE MECHANISM AND MODELING

Figure 1. Coherent Structures Studies

only a preliminary to establishing the best possible concept of the
mechanism of the flow and hopefully to model such a flow in a relative-
ly simple manner for practical engineering applications.

The work at Columbus has been only a small part of the total effort
put :ot.ard around the world. In many cases there has been very close
cooperation between various investigators. For example, I have been
fortunate to have been closely associated with the work on extensive an-
emometry measurements that has been accomplished in Germany. I have al-
so been fortunate to have had close interactions with researchers from
other places including the University of Micnigan, University of South-
ern California, Cambridge University, and Michigan State University.
There are joint publications involving various institutions and individ-
uals and it would be difficult if not impossible to tell one person's
contributions from another and probably undesirable to do so. Although
closely associated with much of this work, it will not be discussed here,
but as noted in the abstract it seems impossible for its influence not
to be felt.
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Before embarking upon a summary, some details, and an interpreta-
tion of our visual results, it would be well to present a brief over-
view of visual techniques in general with an effort to try to indicate
some of the advantages and implications.

2. VISUAL TECHNIQUES FOR FLOW VISUALIZATION

The approaches available to the experimenter for the visualization
of turbulent flows are extensive and are in part reviewed in Figure 2.

MARKING LIMITED AREAS OF THE FLOW

Dye Wash-Out
Dye Injection
Hydrogen Bubbles From a Fine Wire
Smoke Particles From A Heated Wire
Helium-Soap Bubbles in Air
Pulsed Laser Blue Print Reaction

Smoke or Dye at Leading Edge to Mark the
Boundary Layer

Schlieren Methods
Combinations

INJECTION OR GENERATION METHODS

Continuous Streaks, Pulse Lines, Streak Lines,
and Other Variations

MARKING THE ENTIRE FLOW

FLOW MARKERS UNIFORMLY DISPERSED IN THE FLOW FIELD

Scale to be Marked
Small Particles, Large Particles,
Neutrally Buoyant Particles,
Heavy Particles, and Combinations

COMBINATIONS

Figure 2. Visual Techniques for Flow Visualization

In general most experimental techniques involve marking limited areas of
the flow and have involved dye and other marker techniques as noted in
the figure. Such methods involve injection or generation of the marker
in the form of continuous or pulsed streak or sheet lines, and various
variations of these. In direct contrast are techniques that use flow
markers uniformly dispersed in the field in order to mark the entire
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flow. With this technique, there is the possibility of marking the fluid
with small particles in order to mark the entire flow or using larger
particles that will only mark the larger scales of the flow. In all
such cases, one should use neutrally buoyant particles. There are proc-
esses, however, that involve the motions of heavy particles that do not
follow the flow. Such problems would involve the use of markers that
are not neutrally buoyant and would act more like the solid phase in the
process of concern. Some important chemical engineering applications of
such a situation would be in crystalization, heterogeneous chemical re-
action in a mixer, and certain types of combustion processes where solid
fuels are involved. In addition, one need not rule out the use of com-
binations of markers, some marking the flow and others marking the solid
particle paths of interest.

In'all cases, further combinations can be used. One specific case
comes to mind that we have used in our visual boundary layer studies; the
fluid motions were marked by small neutrally buoyant particles while si-
multaneously we injected a dye at the leading edge in front of the trips
on our flat plate so as to mark the edge of the boundary layer.

There are, of course, limitations involved with all flow visualiza-

tion techniques. The object is to minimize these. For example, with
the use of injection techniques there is a need to carefully consider
flow disturbances. The injected or generated material marks all struc-
tures equally at one instance in time rather than marking just one spe-
cific structure. The injected or generated material can only be fol-
lowed a relatively limited distance downstream. Finally, there is dif-
ficulty in the interpretation of streak lines when the flow field is un-
steady as it is in turbulent flow. When marking the entire flow field
and using light scattered from the particles at right angles, there is a
great deal of difficulty in obtaining enough light and proper exposure.
Sometimes it is nearly impossible to find the perfect flow marker. But
once the flow visualization technique is perfected, it is normally pos-
sible to obtain a reasonable interpretation of the flow field, even in
an unsteady flow situation.

There are variations in techniques of viewing the flow which are
summarized in Figure 3. There are three views one can take: looking
into the flow (y, z) is the most difficult. How to do the viewing is
another variable. Most studies have been two-dimensional views obtained
as a result of a narrow depth of field and/or a narrow beam of light.
One can use pseudo three-dimensional viewing which uses two cameras,
mirror arrangements, or color band filters to light the third dimension.
Pseudo three-dimensional viewing of a flow has advantages over two-dimen-
sional views, but there are difficulties in analyzing such views for one
must reconstruct the three-dimensional view in one's mind. The mind as
a computer is good, but it has not been programmed (prewired) to do this
task efficiently in real time. True three-dimensional viewing of the
flow as is done with our eyes would be the best. Two methods for this
are available, holographic and stereoscopic visualization. Unfortunately,
holographic techniques are only beginning to be investigated and the
critical requirements of stability (as well as high cost) have limited
the application of the method. Fortunately, however, these limitations
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Longitudinal (xy)
Lateral (yz)
Parallel (xz)

Two-Dimensional

Narrow Light Beam
Pseudo Three-Dimensional

Two Cameras
Mirrors
Color Band Filters

True Three-Dimensional
Holographic
Stereoscopic

Non-Convected (effects at a position)
Convected (development with time)

Figure 3. Viewing the flow

do not exist for stereoscopic viewing of the flow which involves taking

two simultaneous pictures which correspond to the two views one would

see with one's eyes. With this technique we are in luck, since the mind

has been programmed to take the two views and reconstruct a true three-

dimensional picture in real time. Indeed this is what we do all the

time, although about 5% of the population are stereo-blind. The stereo-

scooic visualization technique for a boundary layer flow has been de-

scribed in some detail by Praturi et al. (4): Another aspect of view-

ing the flow is the frame of reference, that is, in a non-convected or
convected view. In the former, one views the flow at a specific position

and is concerned with the development of the flow at this location in

time. A good example would be the development of the vortex flow behind

a cylinder in a flow started up from rest. In the convected view, one

can follow a specific flow element or structure in time. An example

would be the development of a vortex in the flow behind a sphere as it

moves downstream or the development of coherent structures in a turbu-

P lent boundary layer as they are convected downstream.

In any visual technique, there are difficulties; stereoscopic view-

ing is simple when one has a point of reference or perspective. In this

case, the size and flow directions are easily distinguished. If the ob-

ject being viewed is large enough, one will have a three-dimensional feel

of the flow as a result of perspective even without stereoscopic viewing.

For example, if you had only one eye and were out in the road, it would

not take long for you to recognize if a car were coming at or away from

you, due to its size change. Unfortunately in many fluid flow problems,

perspective is not available and it is difficult to distinguish the flow

direction. Marked particles under scattered lighting do not change the

viewed size appreciably, thus one cannot use the size to indicate the

direction of flow. For this the mind must use the change in angle as a

oarticle moves. Although difficult, the mind is an extremely efficient
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computer that allows us to integrate the two views instantaneously and
give us a true three-dimensional visualization of the flow, with certain
limitations. When we are watching an unfamiliar view of particles, it
may take longer than what is necessary for real time to allow the mind
to function. The program in the mind is just a bit inefficient for this
application. However, we have found that by making relatively short film
loops and looking at these loops for extended periods of time, the three-
dimensional aspect can be recovered. In effect, we are providing the
additional time necessary for the mind to handle this new type of data.

One direction of current research into coherent structures is an
effort to tie down more closely the actual anemometry signal signatures
of specific coherent motions and structures. There are several ways one
can approach this; one "insane" method would be to try to extract exten-
sive information directly from visual studies. It is difficult, tedious,
inhumane, and just not nice to do to graduate students although we have
tried it on a limited scale. It might be possible to recognize certain
structures or signals by various conditional sampling or pattern recog-
nition techniques as will be discussed by others. There is also the pos-
sibility of measuring and viewing the flow simultaneously. Thus, one
would combine many of the preceding visualization techniques with simul-
taneous anemometry measurements.

The anemometry technique must be selected so as not to drastically
interfere with the flow. Hot-wire or hot-film anemometry can be used in
an unconvected view or in a view convected with the flow as long as the
convection velocity is less than any velocity that will be found in the
flow. In effect, the probe must be convected at a velocity so that the
flow is always over the probe. Better, but more difficult, would be to
use a laser doppler anemometer which would not interfere with the flow.
This latter has not been tried due to the stability requirements which
are similar to those of holographic methods. Newer integrated commer-
cial units may now be rugged enough so as to be useful for this appli-
cation, which does require the use of a back-scattering mode. A more
detailed review of visual studies in complex turbulent shear flow has
been given by Brodkey (5).

3. VISUAL STUDIES AT OHIO STATE

The visual studies at Ohio State started with the work of Corino
which culminated in his Ph.D. dissertation in 1965 and with the article
by Corino and Brodkey (6) in 1969. The work by Corino was on the wall
region of a pipe flow and not in a boundary layer. However, this region
has exactly the same characteristics in both flows. From a visual stand-
point, the work of Corino involved marking the entire flow with small
particles and photographing these in a convected view with a narrow beam
of light and a small depth of field so that the view was effectively
two-dimensional. The convected view allowed one to follow the develop-
ment of flow structures.

To summarize the results, one can quote from our earlier works:
"The wall area showed a distinct pattern characterized by a determi-
nistic sequence of events occurring randomly in space and time. This
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pattern was a function of the distance from the wall. The area

0 + 5 (sublayer region) was found not to be laminar; it was

characterized by velocity fluctuations of small magnitude and dis-
turbed by fluid elements coming from the adjacent region. The area

S< y +< 30 was characterized by ejections of fluid elements away

from the wall. These ejections were found to occur intermittently
and randomly in both space and time; they were part of a sequence
of events. The first event of this sequence was a deceleration of
the axial velocity characterized by the essential disappearance of
the velocity gradient and by a velocity defect as great as 50% of
the local mean velocity. The second event was an acceleration; i.e.
a mass of fluid coming from upstream and entering at a y+ of about 15
was directed towards the wall at angles of 0-15 ° and interacted with
the fluid in the decelerated region. The third event was an ejection;
i.e. an abrupt outward motion of fluid originating in the decelerated
region. The fourth major event was the entry from upstream of a mass
of fluid moving almost parallel to the wall, the sweep event. This
latter higher speed fluid was often a part of the same mass of fluid
as gave rise to the acceleration stage. The above cycle was repeated
randomly in space and time."

The motions described and the resulting fluctuations were the most impor-
tant features of the wall region, and were believed to be a factor in
the generation and maintenance of turbulence.

Nychas (7) in 1972 completed a similar visual study of the entire
boundary layer, which resulted in the paper by Nychas et al. (8) in
1973. Again to quote from our earlier work:

"The single most important event observed in the outer region was
fluid motions which in the convected view of the traveling camera
appeared as a transverse vortex. This was a large-scale motion trans-
ported downstream almost parallel to the wall with an average velocity
slightly smaller than the local mean. It appeared to be the result
of an instability interaction between accelerated and decelerated
fluid, and it is believed to be closely associated with the wall-
region ejections. The transverse vortex was part of a deterministic
sequence of events, although these events occurred randomly in space
and time. The first of these events was a decelerated flow exhibit-
ing velocities considerably smaller than the local mean. It was
immediately followed by an accelerated flow. Both these events ex-
tended from near the wall to the far outer region. Their interaction
resulted in the formation of one or more transverse vortices. While
the transverse vortex was transported downstream, small-scale fluid
elements, originating in the wall area of the decelerated flow, were
ejected outwards (ejection event). After traveling some distance
outwards the ejected elements interacted with the oncoming accelerated
fluid in the wall region and were subsequently swept downstream
(sweep event)., The sequence of events closed with two large-scale
motions."
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"Estimated positive and negative contributions to the instantaneous
Reynolds stress during the events were many times higher than the
local mean values."

Our most recent effort was by Praturi (9) who used a stereoscopic
view of the same flow field as observed by Nychas. Besides the differ-
ence in the viewing manner, Praturi also injected dye in some experi-
ments at the leading edge of the flat plate to help delineate the outer
edge of the boundary layer. The stereoscopic technique allowed the
three-dimensional aspects of the flow to be studied in some detail, and
in particular allowed axial vortex motions in the wall region to be iden-
tified. To quote from Praturi and Brodkey (10):

"The flow was found to exhibit three characteristic regions which
can be roughly divided into the wall and outer regions of the
boundary layer and into an irrotational region, unmarked by dye,
outside the instantaneous edge of the boundary layer. Briefly, the
outer region of the boundary layer was dominated by transverse vor-
tex motions that formed asa result of an interaction between low and
high (sweep) speed fluid elements in that region. The present re-
sults clearly show that bulges in the edge of the boundary layer
are associated with transverse vortex motions. In addition, the
transverse vortex motions appear to induce massive inflows of fluid
from the irrotational region deep into the outer region of the
boundary layer. The outer edge of the boundary layer thus becomes
further contorted contributing to the intermittency of the region.
Furthermore, the outer region motions give rise to the conditions
necessary for the dominant wall region activity of ejections and
axial vortex motions. It is not the energetic wall region ejections
that move to the outer region and give rise to the contorted edge
of the boundary layer as has been suggested by others."

"The wall region axial vortex motions were intense and lasted
for a short time when compared to the lifetime of outer region
transverse vortex motions. The present results strongly suggest
that wall region vortex motions are a result of the interaction
between the incoming higher speed fluid of the outer region of the
boundary layer and the outflowing low speed wall region fluid.
This is in direct contrast to all models that suggest that axial
vortex wall motion pairs are the causative factor that gives rise
to the outflow of low speed fluid trapped between."

"Although all the elements necessary to make up a horseshoe
vortex structure riding along the wall were present, such a compos-
ite was not observed. However, this could be visualized as a pos-
sible model to represent the ensembled average of the flow."

"Finally, the massive inflows from the irrotational region were
observed to precede the appearance of low and high speed fluid ele-
ments in the boundary layer, thus completing the deterministic cycle
of individual coherent events."

The current work now in progress by B. Ghorashi is the extension of
the stereoscopic effort by Praturi to the simultaneous measurements
necessary to define the signal signatures of the structures of the
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outer region. Initially an x-film probe is being used and the results
are being compared to the pattern recognized signals reported by Wallace
et al. (11). Later the five-film probe reported by Eckelmann et al.
--2) will be used and the results obtained for vorticity and turbulence
production will be compared to those reported, again by pattern-recog-
nization, in that reference (12). Hopefully the pattern-recognized
results can be firmly associated with specific structures in the flow.

4. A COMPOSITE MECHANISTIC PICTURE OF THE FLOW

The present mechanistic picture of the flow is based on all of our
previous work and has been presented in part by Praturi and Brodkey (10),
Eckelmann et al. (12), and Kastrinakis et al. (13). Figure 4 from refer-
ence 10 is a sketch in the xy plane of the development of the sequence of
events observed. The frame of reference used in the description is that
of the camera moving with the flow (convected flow). The following is
from Praturi and Brodkey:

"The appearance of a high speed front is chosen as the starting
point of the model. Downstream of the front, fluid in the low speed
element moves slower than fluid in the high speed element. The low
speed fluid is characterized by a quiescent laminar-like flow and the
flow in the high speed fluid is primarily axial with a small angle
towards the wall. The presence of the high shear zone on the front
between the high and low speed fluid elements leads to a Helmholtz
type instability and culminates in the formation of a transverse
vortex in the outer region of the boundary layer as sketched in part
A of Figure 4. In this and subsequent parts, the location of the in-
stantaneous boundary layer edge is also sketched."

"During the second stage of the cycle, the transverse vortex is

convected in the flow and the wall region becomes active as charac-
terized by ejections and vortical motions. Ejections appear to be a
direct result of the activity associated with the high speed front
and appear to be a consequence of low speed fluid being trapped be-
tween fingers of high speed fluid, thus being forced (continuity)
in and away from the wall. The ejections started in the region of

5 y+ 30 and traveled to the region of a y+ of 100 or so where

they interacted with the high speed front. The stronger ejections
penetrated the shear zone, entered the high speed fluid, and were
carried away. In rare cases, strong ejections were observed to
travel out as far as to a y+ of 300 or so. However, weaker ejections,
especially those with an injection angle of about 900 in the con-
vected view became a part of the vortical motions at the high speed
front in the wall region. The streamwise and transverse vortical
motions in the wall region appear to be the result of the shear zone
at the front between the wallward moving high speed fluid and trapped,
but outflowing, low speed fluid moving around the fingers of high
speed fluid. This stage is shown as part B of Figure 4."
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Figure 4. Sketch of the progression of the flow (ref. 13)
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'"The third stage of the cycle is characterized by the decay of
the transverse vortex and the cessation of activity in the wall
region. The transverse vortex, as it travels downstream, becomes
bigger in diameter and less intense, ultimately manifesting into a
gentle circulation as shown in parts C and D of Figure 4. The trans-
verse vortex usually moves slightly away from the wall. At the same
time, the high and low speed fluid elements disappear and become a
region characterized by a more uniform flow. The shear zone is con-
sumed by the transverse vortex as it is convected downstream. The
gentle circulation, moving slightly away from the wall, then appears
as a bulge in the turbulent-nonturbulent interface. This circulation
induces an inflow of fluid from the irrotational region. At this
point in the cycle, the flow in the boundary layer is slower than
that in the irrotational region. The relatively higher momentum of
the fluid from the irrotational region reinforces the inflow as it
moves toward the wall in the shape of a jet. Due to the overall

d' velocity gradient, the wallward part of the inflow slows down to a
much slower speed than the part away from the wall. The inflow
appears to deflect backwards in the convected view of the camera.
The initiation and convection of the inflow are pictorally shown in
parts C to E of Figure 4. The outflow (parts C and 0 of Figure 4)
comes from the boundary layer fluid and appears to be a reaction
(maybe due to continuity) to the inflow."

"Events do follow each other rapidly and a second sequence is
p illustrated following the first. At higher Reynolds numbers, the

events would be closer together and the outflow might well become
part of the circulation motion. Fluid in the inflow event is even-
tually swept away by the oncoming high speed fluid and probably en-
trained into the boundary layer by engulfment."

A single high speed front or sweeping motion can be seen in more
detail in Figure 5 taken from reference 12. This figure is based on
both visual and anemometry studies, especially a series of measurements
made with a five-film probe that measured, among other things, the grad-
ients of the axial velocity in the y-direction. In reference 12, Figure
5 is discussed in detail in terms of pattern recognized signals, and
this will not be repeated here.

Figure 6 from reference 13 is still another view of the flow with
emphasis on the streaky structure and the associated axial vortex mo-
tions. This figure is also based on visual and anemometry studies, es-
pecially a series of measurements made with axial vorticity probes. In
reference 13, Figure 6 is discussed in detail in terms of pattern recog-
nized signals, and this also will not be repeated here.

"The pictures of Figures 4 through 6 are two-dimensional cuts
through a three-dimensional structure. The high speed front is not
uniform across the flow in the lateral direction. The front would
seem to be more like fingers with the low speed fluid below and
trapped between the fingers as sketched in Figure 7. These fingers
are very long and correspond to the high-low speed streaks of the
wall region. In this shear region, axial vortices that are small lie
along these fingers. Note that in this model, the axial vortex
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Figure 5. Side View of Flow Field (ref. 12)

motion is caused by the fingering effect rather than the other way
around as in some models that suggest that the low-high speed streaks
are caused by extended axial vortex pairs. Actually, the same gen-
eral vortex pattern would be observed in both cases, but in the pres-
ent model, the vortices are many and small and the pattern would be
weaker as it is a consequence rather than a causative factor."

In the view of Praturi and Brodkey (10), the high speed front was
pictured as the main causative step in the formation of the transverse
vortices and the short lived axial vortices that were observed in the
wall region.

5. SIMULTANEOUS ANEMOMETRY AND VISUAL STUDIES

Our current effort is directed towards obtaining simultaneous ane-
mometry and stereoscopic visual studies in order to identify specific
signal signatures for the various structures known to exist. As a first
effort u, v, and uv measurements with an x-probe are being made along
with the visual studies and these results will be used to establish the
exact structures that correspond to the pattern recognized signals pre-
sented by Wallace et al. (11). Later the five-film probe will be used
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and these results compared to those presented for the pattern recognized
signals by Eckelmann et al. (12).

A skematic drawing of the anemometry system for the studies is
given in Figure 8. The anemometry signals are filtered, amplified, and
conditioned (necessary sums, differences, and products) by a TR-20 ana-

log computer. Of unique design is a multiplexer that provides a series
of vertical bouncing dots on the oscilloscope screen that can be photo-
graphed at the same time the stereoscopic films are being taken. The
design utilizes Intersil 16 channel analog multiplexer chips (IH5060).
The analog computer outputs are multiplexed into the single vertical
scale of the scope. As the multiplexer steps through the analog signals,
a second segment of the multiplexer puts out a step voltage for the hor-
izontal scale of the scope. The step increases in a fixed increment witheach step of the vertical signal. The net result is that the analog sig-
nals appear as vertical moving dots, each displaced a fixed amount along
the horizontal.
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Some preliminary results have been obtained, but these are not
detaiied or complete enough at the time of writing to allow us to define
the signal signatures of specific structures; however, some sample
movies wfil be shown.

LINEAR TR-20 SPECIAL

PROBES ANE21O- -- FILTERS -- ANALOG -' MULTI-

x- f iirs .METERS C OMPUTER PLE-XER

5-filmsA

- / SCOPE

:2C MIRRORS

STEREO-CA pJEA

SYSTEM

Figure S. Set-up for simultaneous anemometry and stereoscopic flow
visualization
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DISCUSSION

Morkovin:

With respect to the circulation, that is elements with wz  present, you said

it grows from around y+ = 100

Brodkey:

There are two distinct scales and structures. The main vortices are trans-
verse, contain wz ; they are in the outer part of the layer, from say y+
of 250 or 400 to the outer edge. The structures seen in the cut look like
a large transverse vortex. In actuality some are transverse, but at times we
also see parts that are tilted in the flow direction. These various parts
look like they are from a horseshoe vortex coming back. However, we never
see complete horseshoe vortices. Now the other -- the smaller scale vortices
look like they are essentially axial, and they are always very close to the

wall. In these movies we can only say they were closer than a y+ of 25 to
100. We reported this in Berlin after Jim Wallace and I looked at the Corino
movies. There is clearly a vortex structure illustrated within a y+ of
about 5 to 15. (Editor's comment. The spoken version on tape is not clear
here. We take Prof. Brodkey's meaning to be that the smaller, axially-
oriented vortices center on a y+ location of 5 to 15, but can be seen now
and then as far out as y+ 25 to 100. This is consistent with Prof. Kline's
comment in the Wednesday morning session stating that the modal location of
such vortices is just outside the sublayer, but that a distribution exists
.4th a very long tail in the outward, plus y, direction. Since Prof. Brod-
Py agreed with that comment, we have taken that to be his meaning here.

Editor).

Morkovin:

I would like you to give similar numbers for the w structure. Where do you
see it first? How does it grow outward? What is t~e spanwise extent of the
structure? Etc.? I'm talking here of wz oriented vortical structures.

Brodkey:

In Nychas' work the outer structure, wz , is the transverse vortex. In the
two-dimensional cut a diameter of d+ = 150 to say 100 is seen first going up
to maybe 250 non-dimensional diameter units. This is no closer to the wall
than 150 and normally 200 to 250 units from the wall. It moves, mostly,
slightly away from the wall as it is convected downstream.

Bradshaw:

When we talk about these inner-layer structures, I think we have to be careful
to decide whether or not our models agree with the ordinary inner-layer scaling.
I'm talking now about flow at say y+ greater than 30. Where the local
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arguments, in which half of us believe and the other half half-believe,
imply that the length scales of the shear-stress producing motion should
all be proportional to y. But somehow these structures have got either
to expand or to redistribute themselves over space so as to give you an
effective scale which is proportional to y. And quite a lot of the models
that have been proposed, and again I'm not talking about anyone in parti-
cular, don't seem to scale properly. I'd be glad of your comments on
that thought.

Brodkey:

Our pictures suggest they will reach this scale as a result of the inter-
action between the high-speed fluid coming in and the low-speed fluid being
forced out. We're looking at it at a y+ of about 25 to 100; that's

about all we can see in there. We find those axial vortices are about a
crude diameter average of 50 and a length of 100. This is -- I would think
-- about the right magnitude. The ejections themselves -- it's a little

k, hard to say what their size is, but they go out until generally they hit
that high speed front where they begin to be carried downstream and interact
and that is a very violent interaction and certainly a turbulence producing
area. That can be almost anywhere from fairly close to the wall, meaning 30
or so, I would make a rough guess, out to one extreme we saw these things go
out as far as 300 y+ units.

Bradshaw:

Look, the point that I'm making, Bob, is that the scales that you measure of
y+ 50 ught to be half the length-scales that you measure or would measure

at a y of 100.

Brodkey:

If you have a structure, that's what you're really talking about, a structure
that sort of sits in there. I mean the structure may set at about 75 and
cover from 50 to 100. This vortex-type motion is just about the same size.

Bradshaw:

Sure -- but if it's set at 37.5 instead of 75, it ought to have half
the scale.

a, Brodkey:

I think this is true. When Jim and I went back and tried to dig these out of
Corino's movies, which are an expanded view of that wall region, (we looked
at one movie and reported it in Berlin), there was a y+ of 90, I believe.
Correct Jim? About 90. It was much smaller, but it was still about the
same L over D ratio, but it was much smaller because it was closer to the
wall -- I really didn't think of it in terms of scales though.

Kline:

Can I get in this act just a second? It seems to me that if I am understand-
ing Peter(Bradshaw) correctly -- what he's saying is that the characteristic
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structure, whatever that is, has to scale linearly with the distance from
the wall in that zone. So this is a check on the characteristic structure
and a rejection criteria. Have you checked that specifically? Is that
your question, Peter?

Bradshaw:

Yes -- I'm not suggesting that Bob could check it very easily from his
qualitative flow bed, but I'm suggesting that any qualitative model or at
least the first approximation could be integrated within the layer scale.

Brodkey:

Well, I can check it qualitatively in that the one vortex we looked at --
the one or two in the wall region were considerably smaller and were of the
order of about 10 to 25. I think near the wall it was only about 15 units
in diameter.

Kline:

I think Jim Wallace wants to comment on this also.

Wallace:

I'd just like to comment on what I think I've seen in Bob Brodkey's movies
-- in respect to Peter Bradshaw's question. The vortices that we've observ-
ed that were of small scale -- that is about a non-dimensional diameter size
of about 50 in the wall region at about that y+ , so they scale with the
y+ The wz vortices that Bob and Starvos Nychas have observed -- they
are much larger in scale, lie much further out at y+ locations that scale
with the size of the vortex.

Kline:

So what you're saying, if I understand you, is that you do observe this kind
of linear scaling. Okay. Thank you.

Brodkey:

One of the types of vortices that I mentioned, the axial vortices, was
centered on about 15 and extended from 10 to 25. This also seems to follow
the scaling idea. (This comment has also been edited to conform with the
ideas expressed above concerning axial vortices near the wall. Editor)
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Kline:

I think that clarifies the point about which Peter Bradshaw was asking.
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VISUALIZATION OF TURBULENT BOUNDARY-LAYER STRUCTURE

USING A MOVING HYDROGEN BUBBLE-WIRE PROBE.

C. R. Smith

Department of Mechanical Engineering and Mechanics

Lehigh University, Bethlehem, PA. 18018

ABSTRACT

Water channel flow visualization studies of turbulent boundary
layer structure are described. An overview of the flow visualization
system, which employs moving hydrogen bubble-wire probes and a video
viewing system, is presented and visual results obtained for both side
and plan views are discussed. The results are consistent with previous
visualization and sensor results, and provide further insight into
1) the role of outer region structure in the "bursting" process and
2 the characteristics and dynamics of inner wall-region structure
and the relation of this structure to low-speed streak behavior.

1. INTRODUCTION

The last fifteen years have witnessed a substantial increase in
available information regarding turbulent boundary layer structure. Al-
though some structure is apparent in early photographs taken by Prandtl
and his students [1], until recently it was generally believed that tur-
bulent boundary layers were essentially random phenomena. Beginning in
1959, however, extensive studies using both flow visualization [2-7]
and probe measurements [8-10] revealed a number of discernable structures
and deterministic "events" occurring both in space and time.

The two basic structures which are observed are low-speed wall
"streaks" and convected transverse vortex-like structures moving in the
outer regions of the boundary layer. The "streak" is a finger-like
region of low-speed fluid which extends in a longitudinal direction near
the wall. These streaks migrate back and forth transversely across the
wall, often coalescing with each other. It has also been found that a
statistically determinant length scale can be defined based on the spac-
ing between the streaks. The transverse vortex structures have normally
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been represented as larger-scale, vortex-like structure which are con-
vected downstream in the outer regions of the bourtdary layer. The sizes
and vorticity of these vortices can vary widely, but it has been found
that their convective velocity is approximately 80 percent of the free-
stream velocity.

These structures, and perhaps others, interact in a number of dis-
tinct events. The most important of these events is termed a "burst"
[2,3,9]. A definite burst sequence has been observed which involves
first the appearance of a streak, which then grows and eventually lifts
up away from the wall. During the "lift-up" phase, fluid motion is ampli-
fied in an oscillatory fashion,often forming what appears to be a trans-
verse vortex. Finally, in the burst itself the lifted-up streak breaks
up into apparently non-coherent motion, and fluid is ejected away from
the wall. Another event observed in previous investigations is the
"sweep" [5,6,7]. This involves a region of comparatively quiescent
fluid which "sweeps" from the outer regions of the boundary layer into a
region where a burst occurred. After the sweep occurs the region is
relatively devoid of any large-scale disturbances or area s of decelerated
flow. The burst and sweep are parts of what appears to be a regenerative,
cyclical process.

hae The length and time scales of these boundary layer structures
have been investigated in a number of studies. Falco [11] studied
the dimensions of a "typical eddy" and found them to scale on inner
region variables such that:

c U*x 200

Cu* 100

where c and c are the longitudinal and vertical dimensions of the
eddy, respectively. These eddies have been observed [12] to decay after
having travelled a distance approximately equal to five times their
longitudinal extent. The mean streak spacing A has been found [3] to
scale with the inner variables, so that

u 100
V

Finally, the average burst period T has been measured and found to
scale with the outer variables U and 6 or 5* [3,3]. An approximate
relation is

TU.
32

Using these relations, it is therefore possible to estimate the sizes

and life spans of the structures.
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However, many questions remain to be answered. In particularly,
the source, geometric characteristics, and time scale of the structures
in the outer layer are unclear, and the mechanism of interaction between
these outer structures and those of the inner layer is subject to much
debate. One fundamental reason for the failure of past research to
answer these questions is that the structures are convected downstream
at varying speeds, while most of the observations and measurements have
been done in a fixed reference frame. Thus, the structures are observed
for only a short duration during their lifetimes, which strongly limits
the time available for observation or detection of structural character-
istics and time history. Thus it would appear desirable to employ a
method of moving flow visualization and velocity measurement devices
along with the structures.

The concept of observing turbulent boundary layer structure from a
moving reference frame is not new; Prandtl and his students [1] obtained
photographs and movies from a moving reference frame, using aluminum
powder sprinkled on the free surface of a water channel as the visuali-
zation medium. In Prandtl's study a vortex-type motion was observed,
the appearance of which changed markedly as the camera velocity was
varied. More recently, Corino and Brodkey [6], Nychas, Hershey, and
Brodkey [7], Falco [11] and Eckelmann [13] have all performed experiments
using a convected frame of reference.

Corino and Brodkey [6] used a high-speed movie camera mounted on a
lathe bed to study the wall region in turbulent pipe flow. In their
study, tiny particles of aluminum oxide in suspension in the working
fluid (trichlorethylene) were employed as tracers. A mercury arc lamp
traveling with the camera illiminated a thin plane of the fluid perpen-
dicular to the viewing direction, allowing observation of these tracers.
The camera and lamp were mounted on a carriage which was driven along
the lathe bed by a hydraulic piston at pre-selected speeds of up to 0.3
m/s. This investigation revealed that the bursts were somehow related
to the interaction of a region of decelerated flow with a large-scale
disturbance in the outer flow field. This study was also to point out
the existence of the sweep events.

A system similar tthat of Corino and Brodkey was used by Nychas,
Hershey, and Brodkey [7] to study turbulent flow structure in a boundary
layer over a flat plate. The same basic visualization techniques were
employed; however, the flat plate was mounted in a water channel with
pliolite particles used as the flow tracers. This study showed that the
large-scale structure in the outer regions of the boundary layer had the
characteristics of a vortex with 1) its axis of rotation in the trans-
verse direction and 2) an average axial velocity approximately 0.8 times
the local mean velocity. Based on his observations, Nychas speculated
that this transverse vortex-like structure resulted from an interaction
between accelerated and decelerated regions of fluid and that it was
somehow associated with the bursts.

Falco [11] performed some limited flow visualization studies using a
convested frame of reference. In his experiments, Falco employed a low
velocity (0.3 - 1.5 m/s) smoke tunnel which could produce turbulent
boundary layers with Reynolds numbers (based on momentum thicKness) of
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around 500-1000. The top and side walls of the tunnel were constructed
of clear plexiglas to allow observation of a smoke-filled boundary lay-
er which was produced by introducing a dense "smoke" of fine oil droplets
near the entrance of the tunnel. The smoke was illuminated by a 6 mm
thick light plane which could be rotated to provide either streamwise or
spanwise views of the structure. A motion picture camera was employed
which could be traversed along the entire test section. The same
visualization techniques were employed for a fixed reference frame to
examine large scale motions in the outer region of a turbulent boundary
layer at a Re : 4000. The effect or Reynolds number on the length
scales of "typical eddies" was studied, and the non-dimensional relation-
ship mentioned previously was developed.

The various studies described above, although excellent pieces of
research, do have several limitations. The use of particles suspended to
the flow, as used in references [6,7], relies on a thin slit of light to
define the viewing plane. This procedure severely limits the types of
motion which can be observed. For example, the regions of slow-moving
fluid described by Corino may or may not have been streaks; but even if
they were his method would not have allowed him to see the whole streak.
In addition, motion of the particles perpendicular to the viewing plane
could not be detected. It is also somewhat difficult to interpret the
results of visualization studies using tracers because the pictures ob-
tained do not directly reveal such recognizable patterns as streamlines,
time lines, etc. It is possible to derive these flow lines from a series
of photographs, but this is a very time consuming process. Finally, the
pictures of suspended-particle motion are often rather ill-defined, making
it difficult to perceive any recognizable structure.

The use of an oil fog (smoke) by Falco [11], does allow a much
clearer qualitiative visualization of flow structure. However, this*technique does not supply a means for quantitative evaluation of local

velocity behavior from the pictorial data, and will often visualize
"inactive" structures as well as "active" structures. In addition, so
much smoke is present that normally only structures which occur near the
outer interface of the smoke are observable (often referred to as observ-
ing the "skin" of the structure).

The present study extends the use of flow visualization in a moving
reference frame to the use of the hydrogen bubble-wire technique. The
use of hydrogen bubble-wires for visualization of turbulent boundary layer
structure has become relatively standard [2,3,4,5], however, they have
never been employed in a moving frame of reference in order to "follow"
flow structures. The benefits of such a system are that 1) a plane of
instantaneous, active behavior can be clearly defined, 2) the frequency
of the bubble line generation can be controlled to optimize the visuali-
zation of structures moving at differing speeds, and 3) quantitative in-
formation is directly derivable from the visualization pictures.

Thus, the objectives of the present work were 1) to develop a moving
hydrogen bubble-wire system which allows the visualization of boundary
layer structure from a moving reference frame, and 2) to employ this
system to determine the characteristics, history, and interaction of the
different types of structure within a turbulent boundary layer. To
facilitate the acquisition of the flow visualization data, a closed-
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circuit video monitoring and recording system was employed which allows
both on-line viewing, recording, and frame-by-frame playback of flow
visualization experiments.

2. EXPERIMENTAL FACILITY

A. Water Channel

A schematic of the water channel flow system and the moving refer-
ence platform is shown in Figure 1. The working section of the water
channel (pictured in Figure 2) is 5.2 meters long with a bed 0.9 meters
wide by 0.30 meters deep. For boundary layer studies, flat plate test
sections of up to 4 meters in length can be accommodated in the working
section. The maximum volumetric flowrate for the channel is 1.25 m3/min.
with an overall system capacity of 4.20 m3 of filtered water. Special
care has been taken in the design and fabrication of the inlet and out-
let sections of the test channel. The inlet flow initially enters a
large inlet tank through a specially designed distribution manifold and
a 5 cm thick plastic settling sponge. From the inlet tank, the flow
passes into the channel through a 2.5:1 inlet contraction, a honeycomb
flow straightener, and two 20-mesh turbulence damping screens. The re-
sulting inlet flow is uniform to within + 0.5% across the center 90% of
the channel. With false side walls in pTace, inlet velocities of up to
30 cm/s and Reynolds numbers of up to Re 106 (based on plate length)
and Ree 2300 (based on momentum thickness) can be attained.

Three different test sections were used in this study. Two were
flat plate test sections 2.5 meter and 3.7 meters in length with elipti-
cal leading edges. The shorter plate was used for lower Reynolds number
studies (Re < 1000), the longer plate (which employed false sidewalls
to increase the freestream velocity) was used for higher Reynolds number
studies (Re > 1000). Each plate was elevated 6 cm to prevent inter-
ference by ihe channel floor boundary layer. The channel floor itself
was employed directly as the third test surface, which provided a low
velocity development length of up to 4.4 meters. To assure the develop-
ing boundary layer was turbulent, a boundary layer trip consisting of
1-1/2 mm thick triangular elements was located 5 cm back from the lead-
ing edge of each test plate and 15 cm downstream from the last damping
screen for the channel floor studies.

B. Moving Reference Platform

The moving frame reference platform utilized in this research is a
1.0 meter x 0.6 meter rectangular frame constructed of 5 cm x 5 cm square
aluminum tubing with a series of interior stainless steel support shafts
for equipment and probe support. The platform rides on a pair of 3.8 cm
diameter hardened steel shafts mounted directly to the water channel
frame. The platform is guided on one shaft by two linear motion bearings
which provide both vertical and lateral support; the opposite side of the
platform is supported on two precision ball bearing cam followers which
have only rolling contact with the top of the shaft. The drive motor
is a one-horsepower variable speed DC motor with reversing and dynamic
braking. The motor, coupled to a 3.7 meter lead screw, can drive the
reference platform over a velocity range from 0-50 cm/s.
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Figure 2. Working Section of Water Channel, Moving
Reference Platform, and TV Camera

I

Figure 3. U-Shape Bubble Wire Probe Support
(with vertical wire in place)

55



C. R. SMITH

C. Flow Visualization System

The hydrogen bubble technique as employed previously by Runstadler
et al. [3], Kim et al. [4], and Offen and Kline [5] was the primary
method of flow visualization used in the present study. Some dye injec-
tion was employed but only as a back-up technique and for establishment
of probe interference effects. The flow visualization system consisted
of a power pulse generator, specially designed bubble-wires, and illumin-
ation source. The power pulse generator was a specially built DC power
supply which provides controlled square-wave voltage pulses at frequen-
cies up to 225 Hz.

In previous flow visualization studies, only fixed reference bubble
wires have been used. The objective of the present study was to visual-
ize turbulent boundary layer structure from a moving reference frame,
thus a probe support which allowed movement of the bubble-wire with the
flow needed to be developed. A picture of the Final probe design is
shown in figure 3. This probe is constructed in the shape of an inverted
U from 3 mm and 1.5 mm brass tubing. The span between the projecting
support legs was approximately 20 cm. To prevent the generation of
spurious bubbles, the probe was insulated using thin-wall shrink fit
tubing. Using this basic probe support, bubble-wire probes with either
a vertical or horizontal hydrogen bubble-wire could be fabricated.
Vertical-wire probes were first constructed by soft soldering an insula-
ted constantan thermocouple wire of 0.17 mm total diameter horizontally
between the tips of the probe legs. A 2 mm center section of this
horizontal support wire was then carefully scraped and one end of a 0.05
mm platinum wire was spot welded to the exposed constantan wire and soft

-soldered to the upper arm of the probe support. 5 mm of the platinum
bubble-wire was left extending below the hotizontal support wire, which
allowed the tip of the vertical bubble wire to be located right down to
the wall. A horizontal bubble-wire probe was constructed by simply soft
soldering a 0.05 mm platinum wire between the tips of the probe legs.
Note that in the final support probe design, the legs are angled about
200 to vertical to allow for minimal visual obstruction of the bubble-
wire by the probe support legs.

In order to establish the degree of probe interference which results
from the streamwise movement of the probe, a series of visualizations were
done of a laminar flat plate boundary layer using a vertical wire probe.
The probe was observed to have minimal effect on the flow profile and
stability as long as relative probe motion was initiated such that the
probe reached a constant velocity at least 0.3 m prior to passing on to
the flat plate test section. Comparison of laminar velocity profiles
obtained at the same streamwise location showed essentially no difference
between profiles obtained with the probe stationary and with the probe
moving at relative velocities as high as U., . For the highest plate
Reynolds number attainable with the water channel (ReL 1 106), the loca-
tion of natural transition (Re Z 6 x 105) was found to decrease about
10' for a relative probe velocfty of 0.5 U_ . Higher and lower probe
velocities appeared to have a lesser effect on transition. The conclusion
is that the bubble-wire probe does slightly interfere with the flow, but
that the effect of this interference in a fully turbulent boundary layer
should affect neither the basic flow structure nor its behavior.
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Although the bubble-wire probe design should hypothetically allow
moving reference frame visualizations to be done essentially right down
to the surface of a test plate, in practice this was not attainable due
to limitations in leveling of the test plate. The best that was achieved
in leveling the plate was + 0.8 mm over a plate length of 3.7 m. This
limited to approximately 1 mm the minimal distance the tip of a vertical
wire could be located off the plate (if the wire touched the plate during
its movement, the extended tail would be bent severely or broken off).

Bubble illumination was done using a conventional 500 watt slide
projector mounted directly on the moving reference platform. Due to the
low light sensitivity of the television camera, no higher intensity light
source was required.

D. Closed Circuit Television System

It was recognized early in the research that one of the major
limitations in most flow visualization experiments is the inability to
have instant access to the visual data for immediate playback and analysis.
Film is both expensive and requires a development delay of several days
before the results of an experimental run can be observed. And more
often than not, one finds that either the camera position, focus, or light
setting was incorrect, necessitating refilming of an experimental run. A
closed-circuit television system with a video tape recorder eliminates
all of the uncertainties of camera position, focus, and light setting since
a scene is viewed just as it will be recorded. Television does have
several limitations, such as a maximum framing rate of 60 pps and reduced
resolution of individual still frames. However, it has the advantages of
much lower lighting requirements, less sensitivity to background, simult-
aneous display of multiple views, and a direct analog output for picture
digitizing. And from a cost point of view, a 1 hour reel of video tape
costs the same as 100 feet of developed 16 mm film (4 minutes worth) and
is reusable.

The closed-circuit television system used in this research consists
of a TV camera. lens, monitor, and video tape recorded (VTR). The TV
camera is a compact surveillance camera with low light sensitivity which
is mounted on the reference platform either from above or cantilevered
from the side (as shown in Figure 2). The camera lens is a remote control
zoom lens with various degrees of close-up capability. The zoom, focus,
and iris adjustments are remotely controlled from a central console (which
also houses the TV monitor, the reference platform speed control, and the
bubble-wire power pulse control). The output from the camera can be viewed
on-line with the high-resolution TV monitor and simultaneously recorded on
a time-lapse VTR. This recorder has the capability of taping events in
real-time and playing them back in either real-time or at several different
time delayed speeds ranging from 1/9 real-time to single frame (stop-action).

3. RESULTS AND DISCUSSION

A series of visual studies were conducted using both vertically and
horizontally oriented hydrogen bubble-wires. Both fixed reference sequences
and moving reference sequences have been recorded and examined in detail for
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several flow conditions, viewing locations, and fields of view. In all,
over six hours of information were recorded; the essence of the structur-
al characteristics observed in this six hours of information is condensed
and described in this section.

As can be imagined, the analysis of this amount of data, even quali-
tatively, is extremely time consuming and tedious. And when one is deal-
ing with both side-view and plan-view observations for several different

reference frame velocities and distances from the wall, the task of ex-
tracting and understanding even qualitative aspects of the flow structure
of a turbulent boundary layer becomes incredibly painstaking and difficult.
Thus, the results presented here consist of general, qualitative descrip-
tions of observed behavior augmented with quantitative information (such
as relative length scales, time scales and convection velocities). Exten-
sive use is made of pictures (individual and sequences) taken directly
from the video screen, as well as simple sketches. The results will be
presented and discussed in two parts:

1) side-view visualizations of a turbulent boundary
layer employing a bubble-wire normal to the flow

2) plan-view visualizations of a turbulent boundary
layer utilizing a horizontally transverse bubble
wire.

The observed flow events, as evidenced in these results, and their

relationship to and consistency with existing flow structure models

will then be discussed.

Note that discussion of length scales is done in terms of non-
dimensional distances x+, y+, and z+ (streamwise, normal, and spanwise
distances). Distances relative to boundary layer thickness are generally
avoided because all the flows so far examined were for 800< Re < 2300,
below what is generally considered necessary for "fully developed" con-
ditions. In addition, the boundary layer was continually growing as the
camera and probe convected with the flow (much more so than the viscous
length v/u*). However, it is not felt that the low Ree at which these
studies were done significantly biases the qualitative results since the
velocity profiles over the last half of each test section were shown to
be in substantial agreement with accepted "law of the wall" correlations.
In addition, the range of Ree examined is essentially the same or greater
than the ranges examined in the visual studies of Runitadler et al. [3],
Kim et al. [4], Offen and Kline, [5], Nychas et al. r7], and is of the
order of the low Reynolds number studies of Falco [11].

Values of 6, e , and u* were determined at several locations along
the test plate for the U = 12 cm/s flow cases using mean velocity pro-
files obtained by averaging bubble-wire time-lines over a period of 40
seconds. This method of time-averaging, used previously by Kim et al.
[4], was corrected for bubble defect effects using the results of Shraub
et al. [14]. u* was determined from the time-averaged velocity profiles
using the modified Clauser Fit technique employed by Runitadler et al.
[3]. For all the U = 12 cm/s data, 6, e, u* were all found to fall
within + 4" (the o~der of the uncertainty of the data) of the correspond-
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ing values one would predict using standard empirical relationships
for zero pressure gradient flow over a flat plate with the boundary
layer turbulent from the leading edge onwards. Thus, for the U =
27 cm/s flow, 5, 0, and u* were estimated using standard empirical
relationships.

As pointed out in Section 2, although a video recording system is
extremely versatile, it can present some problems in terms of picture
clarity and resolution. Due to the effective shutter speed of 0.0167s
for a standard video camera, blurring will occur when there is large
relative motion of the time-lines within the field of view (this is
particularly troublesome when extreme close-up views are taken). Thus,
almost all photographs presented in this section are from the lower
velocity studies since these gave the clearest photographic reproduc-
tion. The problem of shutter speed is being resolved by the acquisition
of a video unit which employs a synchronized strobe light to achieve
effective shutter speeds of lO-s. This faster camera should allow
future studies to be done at flows of up to 1 m/s with good picture clar-
ity and resolution.

A. Side-View Visualization

Figure 4a is a typical side-view bubble-wire visualization of a
turbulent boundary layer of ReQ = 1200. In this figure, as in almost
all of the side-view pictures in this section, the vertical bubble-wire
is located on the far left of the picture where the bubble-lines origi-
nate. The blurred, elongated object projecting from the left boundary
of the picture down near the wall is one of the vertical probe supports,
which is located 10 cm out of the plane of the bubble-lines, or a non-
dimensional z+ distance of z 450. Note that the bubble-lines appear
a bit blurred due to the video shutter speed problem mentioned above;
however, several characteristic aspects of coherent structure are observa-
ble in this picture. First, is the large scale motion or LSM (indicated
by the brackets on the upper edge of the figure) noted by Falco [16].
This structure also appears to be essentially the same type of structure
observed by Offen and Kline [5], which they indicated was associated
with the occurrence of a burst-sweep sequence. As can be observed in
Figure 4a, the passage of this large structure does appear to result in
the formation of a burst as evidenced by the wavy wall region structures
(indicated by the coordinates b-b). After viewing many, man- sequences
of this type it was observed that almost every burst seque .ould be
related to the passage of a large-scale motion with a te .; trans-
verse rotation, which is consistent with the observat' -. ot fe.- and
Kline. The outermost extent of these large-scale motimnZ (LSM) for the
present studies ranged from 100 y+ < 400 depending on the degree of
boundary layer development. Normally, the higher the Rea, the larger
the LSM (in v/u* units) which appeared to initiate a burst. It is to be pointed
out that these LSMs arc not a single, large vortex, but generally con-
sist of anagglomeration of smaller scale vortical structures of varying
sizes, strengths, orientations, and coherency. Although it was clear
that the passage of a LSM correlated with the occurrence of a burst,
whether it was the overall LSM or one of the substructures of the LSM
which initiated the burst was unclear.
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Figure 4b, obtained at the same relative location and Ree as
Figure 4a, but at a relative reference frame velocity of 0.48 U
shows more clearly the scales and intertwined appearance of a LM.
Note the very coherent transverse vortex indicated in the figure at the
coordinates T-T is of essentially the same scale (- 100 y+ units) as
the "typical" eddies observed by Falco [16]. Note also the large, almost
triangular region devoid of bubbles located near the wall at the loca-
tion z - . This appeared to be a very large upwelling from the wall
region which was initiated by the passage of the LSM and fed with fluid
both from upstream and from the wall region on either side of the plane
of the bubbles. As this upwelling region formed, it was observed to
interact quite strongly with a thick, longitudinal vortex which looped
and penetrated up from the wall into the LSM to y+ z 300. The upper
termination of this longitudinal structure was not obvious, but it
appeared to be connected with a large, transverse vortex located in
the upper region of the LSM.

As pointed out above, the LSMs observed appeared to have an over-
all transverse rotation (as a ball rolling along the wall in the flow
direction). This is consistent with the composite velocity distribution
in the outer region of the boundary layer as educed by Kovasznay et al.
[8] from correlation measurements, and the proposed outer region flow
model of Thomas and Brown [17]. Although the velocities of the differ-
ent structures within the LSM were anywhere from 0.7 U to 0.95 U., the
center of rotation of most LSM's observed appeared to move between 0.8
U and 0.85 U . From the convected visualization studies, this rota-
tion appeared to be the result of a multiple coalescence of many smaller
vortical structures of like rotation, both with each other and with the
LSM. An additional observation was that the structures which appear on
the upstream interface of the LSM appear to interact with the irrotation-
al, non-turbulent outer flow resulting in outer flow entrainment into the
LSM. The result of this process is to "energize" and to make more
coherent these outer eddies and most likely to provide a source of higher
energy fluid to sustain the LSM motion.

The constant overturning of the LSM was observed to result in a
continual transfer of fluid from the outer region to the wall near the
downstream portion of the LSM. This transfer of fluid to the wall can
be seen in Figures 4b and 4c as blotches of fluid (as characterized by
indistinct bubble patterns) near the front of the LSM and near the wall.
As fluid was returned to the wall, it appeared to decelerate and spread
rearward (as viewed in the moving reference frame). Both high and low
momentum fluid were observed to be transferred to the wall. Obviously,
the source of the higher momentum fluid must have been the irrotational
outer flow, although no clear path from this outer region to the wall
could be followed. The source of the low momentum fluid could frequent-
ly be traced to what appeared to be the residue of a recent upstream
burst. And in several sequences, two smaller vortices formed from up-
stream burst events were observed to rotate about one another, returning
one of the vortices to the wall where it was rapidly stretched and deform-
ed by viscous action. This tendency of some of the fluid from a prior
burst to return to the wall downstream of the burst has been noted
previously by Offen and Kline [5].
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As the reference frame speed is increased, only those flow
structures which are moving at speeds either equal to or greater than
the reference speed will be visualized. This must be kept in mind or
one will be prone to misinterpret the moving reference frame visualiza-
tion pictures since all low speed flow structure (generally that near
the wall) is "left behind" as the reference moves relative to the wall.
Figure 4c, obtained at a reference velocity of 0.71U , illustrates
this point since only larger, outer region structures moving in excess
of 0.71 U are visualized. Note how the region near the wall is somewhat
devoid of bubbles (except for blotches of fluid returned to the wall)
since all the flow below y+ 60 will be moving more slowly than the
reference velocity (on the average) and therefore, bubbles generated in
this lower region will never move into the field of view.

A large, transverse vortical structure moving faster (- 0.8
than the reference velocity is clearly shown in the upper left of
Figure 4c. This structure again has dimensions on the order of the
typical eddy of Falco [16]. Note that at the location L-L, a long
longitudinal vortex is observed which extends from the transverse struc-
ture forward to a previous transverse vortical structure (which is just
leaving the field of view on the right at y+ = 200). Although not

*- typical, such a "connecting" longitudinal vortex was often noted far out
from the plate, implying that individual outer region structures may be
only part of a more involved vortex loop or warped sheet of vorticity.

If one examines the time lines near the leading edge of the large
transverse vortex shown in Figure 4c, a downward movement of irrotational
outer region flow toward the wall is observed. This appears to be part
of the outer region entrainment process which feeds energy into the LSMs
and is probably an example of laminar, nonturbulent fluid moving nega-
tively (wallward) in the intermittent region, as measured previously by
Kovasznay et al. [7]. If one studies closely the time-lines in this
region of entrainment, it is noted that the inflow 1) decelerates up-
stream, moving back toward and rotating around the large transverse
vortex, and 2) accelerates downstream, moving toward (and down around
the sides) of the previous vortex structure. The entrainment process
appears to be both 1) feeding energy into the large outer structure, and 2)
feeding a source of higher momentum fluid toward the inner region. This
higher momentum fluid may be a source of the inner region "sweeps" which
were originally observed by Corino and Brodkey [6], and which will be
pointed out later in this paper to be associated with the passage of a
"back" of a transverse vortex. It is of significance also .o note the
magnitude of the decelerating effect that the entrained fluid exper-
iences near the large transverse vortex of Figure 4c. This deceleration
effect when translated to the wall would appear as the wall layer decel-
eration observed by Corino and Brodkey [6] prior to the occurrence of a
burst, and would be felt as the temporary adverse pressure gradient which
is speculated by Offen and Kline [5] to initiate the lift-up of a low-
speed wall streak.

Figure 4d,which was obtained at a reference speed of 0.86 U., shows
essentially only a single large transverse vortex in the outer region of
the boundary layer. The vortex is moving at about 0.9 U , and is again
on the scale of the Falco typical eddy. The blurring of the bubble lines
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in the photograph is due to a buoyancy coalescence of the bubbles, a
problem that can occur when a very low relative velocity between the
flow and the reference frame occurs. Although this coalescence does
impair the accuracy of the visualization technique, the qualitative
behavior of the flow can still be observed. Note that entrainment of
the outer flow is observed to occur over the fron; of the vortex and
wrap inwards toward the vortex center. In addition, fluid from below
the vortex is observed to be drawn upward into the vortex. This latter
motion is indicated by the thin line of bubbles projecting upward into
the vortex from the wall region.. This spiraling inward of both bubbles
and injected dye was a relatively common observation when the large
transverse vortical structures of the outer region were followed at or
near their convection velocities.

In order to examine the more detailed characteristics of the burst-
ing process, a series of studies was done with a substantially reduced
field of view. The outer extent of this viewing field was y+ 70,
which is essentially the upper extent of what Corino and Brodkey [6]
term the "generation region". Figure 5 (taken from a stationary refer-
ence) illustrates the beginning of a typical burst lift-up as described
by Kim et al. [4] and Offen and Kline [5]. Figure 5a is a picture of a
relatively quiescent period in which the wall layer region (approximate-
ly outlined by the thick bright line near the wall) is growing by diffu-
sion. Note that the somewhat distorted appearance of the bubble lines
at y+ z 20 is due to the wake of the 0.17 mm support wire to which the
vertical bubble wire is anchored. In Figure 5b, which is taken
t = tuQ/v : 5 later, a vortical disturbance (which appears as a series
of inflectional time-lines), has come into the field of view and appears
to be interacting with the wall layer, causing it to lift from the wall.
Figure Sc, taken at t+ 1 10, shows that the wall layer has lifted off
the wall and moved well up toward the vortex. Note also the appearance
of a sweep effect that appears to propagate along the back of the vortex
(inflectional time-lines), pushing the lift-up before it. The appear-
ance of a sweep as an almost concentrated region right behind an inter-
acting vortex-like structure was a quite common observance in both
stationary and convpcted reference frame visualizations of the bursting
process.

Note that the region over which the lift-up in Figure 5 occurs is
about 10 < y+ < 25, which is the general region of low speed lift-up
as established by Corino and Brodkey [6], and the lift-up moves about
x = 100 at an average velocity of 0.37 U . The outer disturbance
which appears + e associated with the lift'up moves at velocity of
-0.68 U during e same time period. This lower convection velocity
is consistent wi~n the observations of Corino and Brodkey that low speed
parcels (as they termed them) often moved at velocities as much as 50%
less than the local mean velocity (which was about 0.55 U at y+ = 15
for our flow). In addition, Emmerling [18] has noted very small scale
regions (less than 100 v/u* units in extent) of w,ll pressure convecting
at speeds as low as 0.39 U . One is then led to conjecture that the
wall lift-up and burst of these low-speed regions could be the source
of these small traveling pressure regions.
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It is to be pointed out that while the lift-up shown in Figure 5
was typical of the scale and convection speed of other lift-ups ob-
served, the size and convection velocity of the vortical disturbances
associated with the initiation of a lift-up was not at all consistent
in size or flow characteristics. Frequently, only a portion of the
outer disturbance could be observed, and thus size and rotational
characteristics were difficult to determine with the reduced field of
view. Frequently only an obvious flow deceleration followed by a flow
acceleration (sweep) was observed during the initiation of the lift-up.
However, the relative convection velocities could be estimated, and
were almost always (as best as one could tell for the restricted field
of view of Figure 5) greater than 0.65 U . Thus, although the vortical
structure in Figure 5 is untypical of the general size of the structure
which appears to initiate the lift-up stage of bursting, Figure 5 is
shown to accentuate the fact that a vortical disturbance in the outer
region does, as implied by Offen and Kline [5], play a direct role in
producing a burst.

Figure 6 is second sequence with a field of view of y+ z 70, but
taken with the reference frame moving at 0.23 U . Since the reference
frame moves with the flow, a burst can be followed further through its
development process. The location and Ree for this sequence is essen-
tially the same as in Figure 5, with Figure 6a at t+ = 0 illustrating
the slowly diffusing quiescent period which occurs prior to the burst
sequence (essentially the same initial flow condition as was shown in
Figure 5). The region z - z indicated on the cigure shows evidence
of a residual longitudinal vortex at a location y+ z 20 off the wall.
In Figure 6b at t+ = 10, a sharp inflection point has appeared at loca-
tion I-I (y+ : 50). This inflection is accompanied by a strong deceler-
ation near the plate which retards the wall-layer region, causing a low
speed region of fluid to build-up on the wall. This low speed region,
which appears at the dark "hump" outlined by a bright concentration of
bubbles, appears to have its origin from wall layer fluid ahead of the
inflection point which is decelerated and overtaken by the oncoming
flow. The extent of the influx of fluid from lateral regions in the
flow could not be ascertained from the video tapes, but inflow from
lateral regions is speculated to contribute to the formation of the
hump" as well (particularly in view of the results of plan view studies
to be discussed later in this paper). This sharp deceleration of fluid
near the wall is essentially the effect of a temporary, convecteo ad-
verse pressure caused by the passage of an outer region structure as
described by Offen and Kline [5]. In Figure 6c at t+ = 20 the decel-
erated fluid region has grown outward to y+ z 30 and is moving at a
convection velocity of 0.47 U . Notice the strong upward deflec-
tion of the outer flow over the Sack of the decelerated region and the
movement of the maximum inflection point downstream and outward to
y+ = 60. Figure 6d at t+ = 27 shows a sweep of accelerated fluid
impinging down upon the decelerated fluid. The beginning of the sweep
appears as a very bright region of bubble concentration lying just above
the bright outline of the decelerated region and indicated by the dark
arrow on the photograph. Note that the impingement of the oncoming
sweep in conjunction with the upstream deceleration effect has caused
the decelerated wall region fluid to lift further from the wall to a
y+ a 40. The convection of the leading edge of the decelerated fluid
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is still - 0.47 U.. Also, the deflection of the impinging flow is
even more substantial.

As the sweep passes through the field of view, the decelerated
"hump" is forced forward and away from the wall by the sweep, re-
sulting in its movement away from the wall. Figure 6e at t+ = 38 shows
the sweep pushing the tail of the decelerated region out of the field of
view. The bright region of bubbles indicated again by the dark arrow
marks the leading edge of the sweep. Note that this very sharply de-
fined interface between slower moving fluid and the higher speed fluid
is consistent with the observations of both Corino and Brodkey [6] and
Nychas et al. [7]. The accelerated flow behind the sweep interface is
clearly evidenced by the noticeably wider spacing between the bubble
time-lines. In this particular burst sequence, the velocity at y+ 40
varies from about 0.60 U0 just prior to the sweep (Figure 6c) to
0.79 U after the passage of the sweep interface (Figure 6e). These
changes in velocity seem consistent with the changes observed during
a burst sweep sequence by Nychas et al. [7] and Corino and Brodkey [6].
Figure 6f taken at time t = 48 shows the wall layer returning to a
somewhat quiescent state, as the higher speed fluid of the sweep has
"cleansed" the wall of the slow, decelerated fluid region.

+ With regard to bursting times, a sequence of video tape of the
y 70 field of view was examined for the boundary layer region shown
in Figures 5 and 6. The sequence was found to contain 77 burst events
passing the field of view. The average burst period was T = 4.4
seconds which yields non-dimensional values of T u*2/v 1 00 and
TU/6*2 39, which compare well with previous vales measured Dy Kim
et al [4] (ThU*2/v A 94) using visual techniques and by Rao et al.
[19] (Tb UJh* Z 32) using hot wire anemometer measurements.

One of the difficulties in following a burst from the initial
lift-up to ejection into the outer flow is that the burst fluid is
continually accelerating during the process. Thus, at a fixed refer-
ence speed it is essentially impossible to follow a burst through its
entire history unless one resorts to a rather large field of view
(Y+ - 400 to 500) in which resolution is sacrificed. With a field of
view on the order of y+ - 70, one must be content to "capture" as well
as possible the different parts of the burst cycle by judicious selec-
tion of reference frame velocities. These parts of the cycle can then
be used to reconstruct a model of the overall burst process. One of
the parts that the present study has been able to observe with some
effectiveness is the interaction of the decelerated wall layer fluid
with the outer flow.

Figure 7 illustrates one type of motion involving the interaction
of wall region fluid with the outer flow. In this figure, the bubble
wire is located as indicated, and the reference velocity is 0.54 U"
At this reference velocity, bubbles generated by the bubble wire move
downstream (right) in the upper part of the figure where the velocity
is > 0.54 U and rearward (left) in the lower portion of the figure
where velocities are < 0.54 U. Thus, in this figure activity in both
the higher speed outer flow and in the low speed wall region is visual-
ized. The visualized flow pattern indicates that the interaction pro-
cess creates free-shear layer type vortical structures similar to those
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observed in mixing layers by Brown and Roshko [20], and Winant and
Browand [21]. These structures were observed to form as a consequence
of the interaction of the lifted, decelerated wall fluid and the accel-
erated sweep fluid. The appearance of these wave-like, mixing layer
structures occurred very rapidly, and once formed, they moved quickly
away from the wall and into the sweep fluid where they were quickly
stretched and distorted. The basic configuration and behavior of
these structures depended on several parameters, such as the size of
the decelerated flow region, the relative velocity differences between
the decelerated flow and the sweep, and the magnitude of the outer
region structure which initiated the burst. Sometimes only one vortical
structure would be observed; more frequently multiple structures would
be observed to form (as in Figure 7). There were also a number of times
that lifted fluid would appear to pass out of the field of view without
forming a structure. Whether this latter behavior eventually resulted
in the formation of a vortical structure outside the field of view was
unclear.

Figure 8 shows the formation of a wave-like vortical structure very
similar to those in Figure 7. This figure is from the higher velocity
studies with U = 27 cm/s and an Ree = 2100. The bubble wire is located
just out of the field of view to the right and the reference velocity
is 0.52 U . Under these conditions bubbles appear only in the low
velocity wall region which is at a velocity < 0.52 U . The ghostly
quality of the figure is a consequence of the higher velocity flow and
a very diffuse bubble concentration. Note that the character of this
structure is essentially the same as the vortical structures shown in Figure
7 and that it forms at the same approximate y+ location. Again, after
initial formation this vortical structure accelerated away from the wall,
and out of the field of view.

In general, all wall region, wave-like vortical structures such as
appear in Figure 7 and 8, were observed to form above y+ = 10, and
generally below y+ 40. This is essentially the region termed the region
of generation by Corino and Brodkey [6] in which they observed the maximum
interaction to occur between fluid ejections and the outer region fluid.
In addition, the amplitude of these wave-like structures (y+ _ 15 to 20)
is of the same approximate size as the finger-like ejections observed
by Corino and Brodkey. In contrast to their description of the ejection
process, however, it does appear from the present studies that the wave-
like formations are the result of a strong interaction at the interface
between the decelerated wall region fluid and the high speed sweep fluid.

It would appear that the formation of these wave-like structures is
a key mechanism in the entrainment process of the low speed, wall region
fluid into the higher speed sweep fluid, and thus is a source of the
high Reynolds stress production in the wall region during the bursting
process. It is to be clarified that formation of the wave-like structure
only occurred after a deceleration-and lift-up of wall region fluid had
occurred and only when the decelerated region interacted with an outer
region sweep. It was necessary for both of these events to occur before
the wave-like structures appeared. It is significant that a prescribed
sequence of events must take place before the formation of low speed
ejections of fluid can take place, because it implies that an interaction
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between an outer region structure and the inner wall-region must begin
the initial lift-up process leading to the burst, and that the burst
does not occur spontaneously.

A particularly significant analytical study showing that an outer
region structure can induce a wall region lift-up has been done by
Doligalski and Walker [22]. This study shows that the sudden introduc-
tion of a convected vortex near a surface will result in the creation
of a lifted region of decelerated fluid. The analysis has not been
extended to examine the effects of a following sweep on the lifted
region, but one can surmise that the result should be similar to the
type of vortex roll-ups observed in free-shear flows [20], [21]. Such
a roll-up would approximate the wave-like structures observed in the
present studies.

In order to examine Doligalski's analysis, a preliminary flow
visualization study was done which attempted to introduce a single
vortical structure into an otherwise laminar, flat-plate flow. After
much trial and error, a reasonably clean, two-dimensional vortex was
successfully generated upstream of a flat-plate test section, such that
the subsequent interaction with the developing laminar boundary layer
could be observed as the vortex was convected over the plate. Although
the coordination between the generation of the vortex and the movement
of the reference frame to establish optimum visualization of the result-
ant interaction was very difficult, it was observed that the convected
vortex did indeed cause a lift-up type behavior to occur in the wall
region upstream of the vortex center. And although the visualization
technique employed was not optimum, on several occasions wave-like
structures reminiscent of those in Figures 7 and 8 were observed to
form. More sophisticated studies of the interaction of a single
vortical structure with an otherwise laminar flow are presently being
conducted and will be reported in a future paper.

B Plan-View Visualization

A series of plan-view studies of the flow behavior in and near the
wall region were done using a horizontal bubble wire 20 cm in length
oriented transverse to the flow. The bubble wire was mounted between
the sipports of the inverted U-shape traversing probe, which allowed the
bubble-wire to be traversed relative to the flow at distances as close
as 1 mm to the wall. The objective of this study was to examine the be-
havior of the low-speed streaks which occur adjacent to the wall and
their relationship to the flow structures which were observed in the
side-view visualizations. Both stationary and convected reference frame
studies for 8 < y < 50 were carried out for ReQ z 1200 and Ree 2100.
Only pictures at Ree 1 1200 are presented in this paper.

Figure 9 is a typical plan-view sequence in a stationary reference
frame showing wall-region behavior at y+ = 8. In all figures the flow
is left to right, as is all relative reference frame motion. Although
slightly blurred due to relative motion effects, the characteristic
low-speed streaks as observed and studied by Runstadler et al. [3] are
clearly evident. The streak spacing determined by visual counting and
averaging of streaks was determined as X+=Xu*/v = 107, slightly higher
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than the generally accepted X+ 1 100. Note that the field of view
in these studies (z+ = 400) was kept small relative to the streak spac-
ing in order that close study could be done of the origin and termin-
ation of individual streak structures. It was hcped that by this more
detailed study of individual streaks a better understanding could be
gained of 1) the counter-rotating, longitudinal vortices which cause
the streak formation and 2) the role one streak structure plays in the
formation of subsequent streaks.

The important feature to notice in figure 9 is the low-speed streak
located at z+ z 200 (indicated by the arrow on the photograph) in figure
9a and the subsequent process of streak termination and re-formation
illustrated sequentially in Figures 9b, 9c, and 9d. Figure 9a shows
the streak just prior to termination. Notice that the tail of the
streak (nearest to the wire) has taken on a less concentrated appear-
ance than the remainder of the streak. This was generally noted as a
precursor to streak lift-up. In Figure 9b, the lift-up of the streak
has resulted in the formation of a concave forward "front" of bubbles
(indicated by the arrow) which appears to sweep across the streak and
eliminate it. This sweeping motion always appeared as a sharply defined
high-speed front which was usually preceded by a clear, bubble-free
region. The formation of this clear region was observed visually to be
the result of an influx of outer region fluid toward the wall. A second
point to note are the slightly kinked regions that appear to trail back
upstream from either side of the front. As the front passed through
and eliminated the initial streak, these kinked regions were observed
to concentrate the bubbles and to move laterally together. Repeated
observations indicated that these kinked regions were the result of
longitudinal vortices trailing back from the front. These vortices
are observed to rotate counter to each other as indicated below.

trailing vortices kinked region

kink hi oh

speed
wall front

-Ir P

direction of motion -4

End View Plan View

Note that these counter-rotating longitudinal vortices are essentially
the "legs" of the lifted vortex-loop model of a burst proposed by Offen
and Kline [5]. However, the legs of the vortex are not nearly as later-
ally separated as indicated by Offen. Due to their counter-rotation.
these longitudinal vortices move together, concentritinq low ;pe

between themselves into the observed streak. Thi, nr-;er, . .

dinal, courner-rotating vortices has leen es'. .. .
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contours of pressure and spanwise velocity by Tu and Willmarth [23],
their measurements indicating that these vortices form a critical part
of general sweptback disturbance patterns near the wall. Willmarth [24]
also points out that mutual induction effects should cause these counter-
rotating vortices to move both together and out away from the wall. He
speculates that this mutual induction, in conjunction with stretching
effects due to the strong velocity gradients near the wall may strongly
contribute to the bursting phenomena.

The beginning of a new streak due to this lateral convergence of
the counter-rotating vortices is apparent in Figures 9c and 9d. Figure
9c shows a wide, low-speed streak which has formed in essentially the
same transverse location as the original streak (indicated again by the
arrow). If one looks closely near the head of the forming streak
(to the right), the clear region associated with the high-speed front
can be seen. Spread out laterally from this clear region are two thin,
bright regions of bubble concentrations which appear to be a spreading
of the longitudinal vortices near the high-speed front (the ends of
these bright regions appear at z+ - 180 and 250). Figure 9d shows that
the streak has subsequently become more concentrated, which is speculated
to be the result of stretching and intensification of the longitudinal
vortices, causing them to draw closer together.

The question arises as to what is the high-speed front which pre-
cipitates the termination of a streak? If one calculates the convection
velocity of these fronts at y+ z 8, the fronts are found to move at
velocities from 0.37 U to 0.44 U This is essentially comparable to
the convection velocitTes of the aecelerated fluid lift-up shown in side
view in Figure 6. Thus, the front observed in plan view would appear
to be related to the decelerated fluid lift-up. Note that bright, con-
centrated high speed fronts are also observed further out from the wall,
often up to y+ : 50. Figures 10 and 11 illustrate the appearance of
high-speed fronts as they appear at y+ = 19 and y+ = 35. Although
varying in shape from convex to concave downstream, these fronts were
almost always observed as the terminating structurp of a low-speed streak.
Note that the further the bubble-sheet is from the wall, the faster the
high-speed fronts are observed to move. In addition, the fronts are ob-
served to continually accelerate, regardless of the distance of the
bubble-sheet from the wall. As an example, the front in Figure 10
accelerated from 0.56 U to 0.75 U over a Ax+ ! 180, and the front in
Figure 11 accelerated from 0.70 U,0 to 0.91 U. over a Ax+ = 280.

A striking similarity exists between the present high speed fronts
and the warped wave fronts observed in transition studies by Hama and
Nutant [25]. Hama and Nutant, using fixed bubble-wires oriented both
vertically and horizontally transverse, established that the appearance
of a front-like region of bubble concentration in plan-view was coinci-
dent with the formation of a strong inflectional profile and subsequent
breakdown into discrete vortices in side-view. The implication is that
the high-speed fronts observed in the plan-view pictures of the present
study most probably represent the formation of the inflectional profiles
and subsequent transverse vortical motions as observed in the side-view
visualizations of the present study. Hama and Nutant went on to show
that their transition wave fronts warped into horseshoe-shaped vortices
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similar to the lifted vortex-loop model of Runstadler et al. And sim-
ilar to the Runstadler model, Hama and Nutant observed the leading edge
of this horseshoe vortex to be "snatched" up from the surface, migrat-
ing into the higher velocity region of the boundary layer. In difference
with the lifted loop-vortex model, Hama observed the legs of his warped
wave-front vortex to move together laterally in a 'necking" fashion,
which appears consistent with the behavior of the counter-rotating long-
itudinal vortices observed in the present study. That the rapid lifting
of theleading edge of the vortex loop and the recking of the trailing
legs can be a consequence of the dynamics of a stretched vortex-loop
has been shown theoretically by Hama, and more recently by Danberg [26].

It would appear that the high-speed fronts observed in this study
are the result of the breakdown of a lifted low-speed streak into a
horseshoe-shaped vortical structure whose leading edge (which appears
transverse) lifts away from the wall and whose legs appear to trail be-
hind in the low speed wall region, causing the formation of a subsequent
low-speed streak. If the concept of an ejected vortex loop is valid,
the effects of the presence of the counter rotating legs should be ob-
servable as they are stretched up away from the wall. Figure 12 is a
stationary sequence of four pictures at y+ = 35 which shows the termin-
ation and re-establishment of a low-speed streak further from the wall.
The original streak is indicated at z+  100 in Figure 12a by the dark
arrow on the picture. In figure 12b a high speed front has entered the
flow field, terminating the previous streak and creating the typical
concave region of unmarked fluid. The legs of the loop (the head of
which is assumed to be the high-speed front) appear as the kinked
regions to the sides of the front. Just as the front passes out of the
field of view, the longitudinally rotating legs appear as the two con-
verging elongated regions at the bottom of Figure 12c. In this picture
the lateral "necking" of the legs to form a subsequent streak is clear.
Finally, the resulting streak formed as a consequence of the longitudinal
legs appears at a z+ z 80, or very close to the z+ location of the
previous streak.

One of the difficulties in ascertaining the presence of a lifted
vortex-loop with counter-rotating legs is that vorticity can only be
visualized indirectly. And the presence of a vortex loop of weak or
moderate vorticity may only appear as a small disturbance or flow
irregularity when convected in a strong mean flow and viewed from a
laboratory reference frame. Thus, the removal of the mean flow effects
by relatiw- movement of both the visualization medium and the observation
reference will accentuate the presence of convected vorticity effects.

Figure 13 is a plan-view sequence taken with the bubble-wire at
y+ = 26 and a relative reference velocity of 0.58 U . Note the strongly
retarded region indicated by the arrow in Figure 133. This is a low-
speed region of essentially clear fluid indicating that it most likely
originated either from below or in front of the bubble wire. Upon close
examination two axially rotating strands of bubbles can be seen to either
side of the retarded area, which would appear to be evidence of a stream-
wise vortex pair. In the subsequent Figure 13b, the axis of rotation of
this vortex pair ms been shifted from streamwise to a direction almost
normal to the wall, thus appearing as double Cochela type vortex-pair
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reminiscent of Falco's mushroom-shape typical eddies. The reason for
the dramatic shift in axes is probably a result of the lifting of the
leading edge of a loop vortex away from the wall region, thus re-orienting
a portion of the counter-rotating legs into an axis more normal to the
wall (and the bubble sheet). A simple sketch of this process is shown
below.

Plan View

bubble sheet

97 mr, 77 _

End View Side View Side View (after axis shift)

Figures 14 and 15 show further evidence of the presence of paired
counter-rotating vortices out to a y4 = 47. These pictures, which were
again obtained at a relative velocity of 0.58 U.,illustrate both the
double Cochlea configuration (Figure 14) and streamwise counter-rotating
pairs (Figure 15). The double Cochlea configuration is less distinct
than Figure 13b, first as a result of a decreased velocity gradient (and
thus reduced local vortex stretching), and secondly because the relative
reference velocity was less than the convection velocity of the vortex
pair, which tends to degrade the visualization of vorticity effects.
Figure 15 clearly illustrates what appear to be several longitudinal
pairs of counter-rotating vortices. Although a lack of depth perception
makes it difficult to discern the sense of rotation of the vortices
(the video tapes show that the sense is consistent with the counter-
rotations illustrated in the previous sketch above), it appears that
the longitudinal structures are vortex pairs of large diameter and
relatively slow rotation. The reason for the larger diameters and
slower rotations than are encountered near the wall is again due to a
reduced local velocity gradient and thus reduced vortex stretching.

The use of relative reference frame motion can be employed to
accentuate other physical characteristics of low-speed streak behavior.
Figure 16 is a sequence of four stages of a streak development with the
bubble-wire at y+ = 11 and reference frame velocity of 0.36 U . Figure
16a shows a high-speed front passing through the field of view at a
z+ z 275. Note that as a result of the relative reference frame motion
the trailing vortices are much more apparent, their effect being to con-
centrate the bubbles into two bright strands with a spacing of Az+ Z 50.
In Figure 16b, the legs trailing the front have moved closer together,
to a Az+ z 25, and in Figure 16c at t+ = 50 he legs appear to have
merged yielding a total spanwise width of Az z 20. At this point, the
combined vortex pair begins to move upward out of the plane of the
bubble sheet, and in the process slower momentum fluid is concentrated
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beneath it. The presence of this lower momentum fluid can be seen
in 16d as a thin "tail" trailing behind (left) of the bubble wire.
This tail consists of very low velocity fluid (- 0.10 U ) which has
moved downward from the bubble sheet and been concentrated almost on
the wall by the counter-rotating vortex pair. Note that due to lifting
effects, the streak which was so apparent in Figure 16c has moved up
away from the surface, interacted with the outer region, and another
high-speed front has begun to form just ahead of the bubble-wire.

The trailing "tails" of lower velocity fluid appear to be the
product of the concentrating effects of the counter-rotating vortex
pair, and are observed any time the bubble wire convects faster than
the local velocity. One must be careful in interpreting the behavior
of these tails because the vertical lifting motion of the streaks be-
comes a dominant characteristic when the reference velocity is at or
near that of the local mean flow. Thus, strong distortions of the
streak behavior in the 2-0 plan-view can be the result of movement
of the streaks out of the plane of the bubble-sheet. Figures 17 and 18,
obtained for a reference frame velocity of 0.46 U at y+ = 11, illus-
trate the above situation. In Figure 17, two relStively bright "tails"
appear at z+ : 100 and 275. These both represent regions of low speed
fluid which have grown outward from the wall and are penetrating beyond

y+ = 11. Note that the growth of this fluid has a rather pronounced
streamwise extent, as evidenced by the elongated dark region directly
in front of the bubble wire at z+ 1 100. These tails will, however,
suddenly stop their rearward movement, stagnate and suddenly move for-
ward, which is a result of the lifting and interaction of the streak
with the outer flow. This lifting of the bright "tails" is illustrated
in Figure 18 for two streaks at a z+ z 60 and 200. A second less ob-
vious "tail" which appears in these two figures is diffuse and much
longer, normally appearing below the brighter tails. Two of these
diffuse tails appear at z % 325 and 400 in Figure 18. These tails are
regions of very low speed momentum which occur right down on the wall.
The bubbles which visualize these tails are fed down to the wall by the
counter-rotating vortices which initially form the low-speed streak.
This process of "tail" formation is sketched below.

bright tail 7  bubble wire

77
diffuse tail

Side View End View
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The final two plan-view figures, 19 and 20, illustrate the
appearance of the wall region at y+ = 11 for reference velocities of
0.57 U and 0.77 U respectively. In figure 19, the almost regular
spanwise spacing o? low-speed and high-speed velocity regions is quite
apparent. At this reference speed the wire was moving slightly fasterthan the local mean velocity at y+ = 11, which allowed one to observe

spanwise changes in streamwise velocity. What is observed on the video
tape is a strong lateral shifting and merging of the high-speed/low-
speed pattern, accompanied by periodic breakdown and re-formation of
the low-speed regions. A definite low-speed/high-speed pattern was
always in evidence near the wall, but these regions were observed to
move back and forth laterally, creating a sort of slow waving motion
within the velocity pattern, similar to the "wavy " motion of streaks
reported by Runstadler et al. [3]. In addition, low-speed regions were
observed to frequently move together and apparently merge into a larger
low-speed region. During this merging process, the high-speed region
caught between the two merging low-speed regions was observed to dimin-
ish steadily and disappear as merging took place. After a low-speed
region had grown to a substantial width, with or without merging, it was
observed to accelerate rapidly in the downstream direction and "wash-
out" of the field of view. When this wash-out occurred, an accelera-
tion and growth of the high-speed regions in the vicinity of the wash-
out would often take place and a low-speed region would reform near the
location of the previous low-speed region. It appeared that either the
residual of the previous low-speed region formed the nucleus for devel-
opment of a subsequent low-speed region, or the established spanwise
distribution of longitudinal vorticity may induce the re-formation of
a low-speed region.

Figure 20 illustrates the appearance of the streak behavior with
the reference moving faster than even the high-speed regions of the
flow. Note that a spanwise streak pattern is clearly visible, but at
this reference speed the streaks observed are high-speed streaks. The
explanation for these high-speed streaks must be that they are formed
by the concentration of high-speed fluid by two adjacent pairs of counter-
rotating vortices as shown in the sketch below.

low high
speed speed

Thus, the inducement of flow toward the wall by the adjacent legs of two
counter-rotating vortex pairs would appear as the high-speed streaks
illustrated in Figure 20.
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SUMMARY

The present moving reference frame flow visualization system
has been shown to be useful in examining both the physical and tempor-
al characteristics of turbulent boundavy layer structure. The present
results have shown essential consistency wit'. previous flow visualiza-
tion and sensor studies,as well as extending t; e understanding of
certain aspects of turbulent structure.

The present studies have confirmed the presence of a large
scale motion which tends to dominate the appearance of the outer region
of the boundary layer. This LSM has been observed to be anagglomera-
tion of numerous smaller scale structures, many vortical in appearance,
which are in various stages of coalescence, interaction and decay. The
interaction of the LSM with irrotational outer region fluid has been ob-
served to be intimately connected with the formation of Falco's typical
eddy structures, which appear to be a consequence of the entrainment
process.

Detailed observation of the inner wall-region indicates that outer
region structure plays a significant part in causing low-speed fluid
lift-up, thus initiating the first phase of the "bursting" sequence.
This lifted, low-speed fluid is observed to interact quite strongly,
with higher speed "sweep" fluid which results in the formation of a
vortical roll-up quite similar to that observed in free-shear layer
studies. One result of this interaction appears to be the formation
near the wall of a small loop-type vortex very elongated in the flow
direction. The visual data suggests that the formation of this loop
vortex supplies the mechanism for concentration of low momentum fluid
near the wall, thus initiating the formation (or re-formation) of a
subsequent low-speed streak.

Note that the present paper has presented initial observations and
interpretations of those observations; these should not be misconstrued
as a "model" of turbulent boundary layer structure. More detailed
studies are necessary, both visualization and sensor studies, in order
to confirm and clarify the observed structural characteristics before
an overall model of the turbulent structure can be firmly established.
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DISCUSSION

Abbott:

I would like to make a point of clarification about this new
method. Please remember what Chuck (Smith) is doing by moving with
the flow in this technique. He is able to get the wire into the legs
of some of these structures. As they 9obythey are visualized in a
plane; he can then track them as they move out of that plane. In fact
in the last view Chuck showed, you could see the ends of these struc-
tures as they tilted upwards. The legs which were shown were in quite
a different plane then where the bubble wire was located. If you're
using a fixed bubble wire you will usually not get it into the right
place. If there is vorticity, you may not get the bubbles into the
vortex. But when he's moving through vortices, they do pick up bubbles,
and then the picture persists a great while.

(Editor's comment. An unclear discussion occurred here between Smith,
Wallace, Brodkey and others about the nature of the interaction between
inner and outer layers. This discussion led to the formation of a com-
mittee headed by Jim Wallace to discuss the issues more fully and report
back at the plenary session on Wednesday morning. Please see report of
committee 3 under committee reports).

Kline:

I would like to comment in tie spirit of what I said in my talk --
there do seem to be connections between some of these events I hope
this committee will not only look for what connections exist in the
various views at the present time, but also what kinds of experiments
we might now do to clarify these connections. These connections certain-
ly seem to affect the inner and outer interaction that seem to be con-
cerning everybody.

Reynolds:

Chuck (Smith), it seems to me that these visualization methods
really show most clearly that there is vorticity perpendicular to the
plane of the bubbles. For this reason I would like to suggest you try
creating a bubble sheet across the flow spanwise and see if you can pick
up the legs of the vortices by passing through them in both directions.

Kline:

Can you say that again please.

Reynolds:

Run a bubble wire across the flow, and take a picture looking up
endwise and see if you can pick-out the legs.

Smith:

That is one of the things that we plan to do. As a matter of fact,
we're setting up a system where we will have two video cameras which can
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record simultaneously. Then we can look at two simultaneous views
and try to determine a bit more about the three-dimensionality. Also,
we should be able to look at small scale events and the corresponding
large scale behavior simultaneously to determine if there is a cause-
and-effect. And, if so, how the cause-and-effect takes place.

Kline:

We have such views, you saw some this morning looking upstream --
not too many. Those were in the sublayer. There are also views in the
channel flow taken by Lezius and by Halleen. Particularly in the report
by Lezius and Johnston with and without coriolis forces. They do show
the axial vorticity quite clearly -- I agree with Bill Reynolds com-
pletely on that.

Hussain:

I would like to ask you for a clarification Chuck -- you were sug-
gesting the lift up from the sub-layer as a possible pairing mechanism,
typically the pairing-event Steve Kline showed. Results from the two
vortices with same vorticity or helicity -- whichever way you want to
say it. It seems to me, adjacent to the wall the logitudinal structure
have alternate vorticity in adjacent legs. So therefore I do not quite
see the possibility of two adjacent, longitudinal streaks pairing to
form a single vortex and ejecting away from the wall.

Smith:

That's not what I meant to imply. What the two counter-rotating,
logitudinal vortices do is concentrate low momentum fluid between them-
selves near the wall. This low momentum fluid builds up until a struc-
ture passes over -- let's speculate that its a large eddy -- whatever
large means is not quite clear at this point ... which interacts with
that low momentum region near the wall, causing it to lift. We thus get
a low-speed fluid region lifted from the wall, which then interacts with
a higher speed region of incoming fluid forming that thing -- that
ejection or roll-up that I illustrated.

If you can wait for a day, Dave Walker is going to discuss an
analytical technique which indicates that tnis kind of characteristic
inner-outer interaction behavior can occur. That is, that a passing
structure can cause a lifting of low-speed fluid away from the wall.
What happens then -- I'm speculating -- is that a roll-up interaction
occurs similar to that seen by Brown and Roshko.

Kltne:

Can I say one thing about Hussain's question. A number of people
have shown this model. There is also some theory. Chuck was reconfirm-
ing it. Motions toward the wall crowd low-speed fluid in the sublayer,
concentrate it and move it up, away from the wall. You saw this in the
old, combined-time-streak marker movies I ran during my talk. Now sup-
pose you have two 'lifted' pieces of fluid like this such that each has
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the same sign of vorticity at the head. If the later one gets over
the other, having say originated a bit farther upstream, then they
could 'pair' or almagamate. This is what Offen reported seeing now
and then. You get a picture of two eddies like the sketch.

two heads can come together
with same sign of vorticity.

7.



COMBINED FLOW VISUALIZATION AND HOT-WIRE MEASUREMENTS

IN TURBULENT BOUNDARY LAYERS

M.R. Head & P. Bandyopadhyay

Department of Engineering

Cambridge University, England

ABSTRACT

Cine films have been made of illuminated longitudinal sections of
the smoke-filled boundary layer at values of Ree of approximately
1000, 2000 and 7000. Simultaneous measurements of u-fluctuations have
been made using a staggered array of three hot wires and synchronised
with the visual records. The results confirm earlier observations that,
over significant patches of the flow, strong correlations in u-fluctu-
ations occur along lines at approximately 400 to the surface. It is
inferred that these represent arrays of hairpin vortices, and visual
evidence supports this conclusion. Large-scale motions are seen as
random agglomerations of such hairpin vortices, with some evidence of
more systematic structures at high Reynolds numbers.

1. INTRODUCTION

This report is largely an extension of an earlier paper presented
at the Berlin Symposium on Turbulence (Bandyopadhyay, 1977). Further
results have been obtained which confirm earlier interpretations and
suggest a rather different picture of the turbulent boundary layer from
that which is generally accepted.

Aithough several aspects of this picture require further clarifi-
cation, it emerges quite clearly, both from the cine films and the hot-
wire records, that the horseshoe (or hairpin) vortices postulated by
Theodorsen (1952) and others (notably Black, 1968) are the most signifi-
cant feature of the boundary layer, at least for values of Ree in the
range 1000 -7000 . Over this range, large-scale features appear to
consist almost solely of random agglomerations of such vortices. The
only exception is the very occasional appearance, at Re9 = 7000 , of
rather more ordered structures of characteristic form. Whether or not
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these become a dominant feature of the boundary layer at really high
Reynolds numbers is a matter for conjecture.

Certainly, although the structures we have described as random
agglomerations of horseshoe vortices must possess certain well-defined
long-term statistical properties, there is no evidence from the cine
films of any obvious length scale, periodicity or overall form associ-
ated with them that can be readily discerned. Whether the, should
therefore be categorised as coherent structures, or whether this term
should be reserved for the more regular and infrequent features ob-
served only at Re8 = 7000 , it is left to participants in the Workshop
to decide.

2. PRELIMINARY DISCUSSION

In this section we shall briefly review the results presented in
the earlier paper (Bandyopadhyay, 1977). The finding of greatest
interest was the occurrence of highly correlated patches of u-fluctu-
ations, about 28 long, with the correlations extending along lines
at approximately 400 to the surface. Two hot wires were used, stag-
gered at this angle, so that the highly correlated patches were dis-
tinguished by virtually identical signals from the two wires, without
any phase shift. At that stage the possibility could not be dismissed
that the observed correspondence of the signals from the two wires was
simply due to random coincidence. The first task, then, was to demon-
strate that the results were, in fact, significant.

Again, the results had been obtained from the analysis of only one

film, at Re8 = 2000 , and it seemed worthwhile to obtain further rec-
ords, particularly at higher Reynolds numbers. A cine film had been
made at Ree = 7000 but without complementary hot-wire recordings.

It also seemed worthwhile to analyse the hot-wire records with a
computer program to show up patches of high correlation, which had
hitherto been established only by visual inspection.

Finally, it was felt that some attempt should be made to relate
the observation of these rather rare patches of high correlation to the
more commonly observed features of the turbulent boundary layer, such
as bursts or sweeps, if that were possible.

It may be said here that not all of these objectives have been
satisfactorily achieved, and that the experiments were terminated in
October 1977 when the loan of the 4W laser used for illumination
expired. However a considerable amount of data had been accumulated
by then, and the techniques of recording and analysis had been firmly
established.

3. EXPERIMENTS

3.1 General description of technique The basic technique, which is
described in rather more detail in the earlier paper (Bandyopadhyay,
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1977) may be summarised as follows.

(i) The boundary layer develops on the floor of a wind tunnel with
smoke admitted close to entry across the full width of the tunnel. A
serrated strip is normally used to trip the boundary layer just down-
stream of the point where smoke is admitted. The smoke is actually a
fog of condensed oil vapour, and at exit from the tunnel the flow is
ducted out of the building so that the laboratory remains clear of
smoke.

(ii) The smoke-filled boundary layer is continuously illuminated
by a plane of light from above the tunnel using either a 1000W quartz-
halogen light source and a suitable optical system (Fiedler & Head,
1966), or a 4W water-cooled laser with a glass rod used to fan-out
the beam. The latter system is by far the better and was used for all
the experiments described here. A cine-camera outside the tunnel is
used to photograph the illuminated section of the smoke-filled boundary
layer, which may be either longitudinal or transverse. A high-speed
camera has been used throughout, with framing rates up to 900 per sec.

(iii) Two or more hot wires are positioned in the boundary layer
just off the plane of illumination and in the field of view of the
camera. The signals from the hot wires are displayed on a storage
oscilloscope which is also within the field of view of the camera. A
suitable sweep time is chosen and the oscilloscope is triggered manually
several times while the camera is running.

(iv) As well as being displayed on the oscilloscope, the signals
from the hot wires are recorded on magnetic tape, along with a timing
signal (either sine-wave or square-wave) which is used to synchronise
the taped record with the cine film. The timing signal is given a
transient-free start just after the tape recorder has been switched on
and the camera run up to speed. As well as being recorded on the tape,
the timing signal operates a counter which is within the field of view
of the camera.

(v) The hot-wire signals and the timing signal recorded on the
tape are digitised in the Department's 'Alpha' computer and stored on
floppy disc. In digitised form the signals are then passed to the
'Sigma 6' computer for processing, including counting the number of
waves in the timing signal. The output is then (normally) 'Calcomp'

P plotted on a continuous paper roll on which the timing signal counts
are indicated.

(vi) A check on the synchronisation procedure, and indeed of the
whole taping digitising and plotting process, is provided by comparing
the 'Calcomp' plotted signals with the oscilloscope display for the
same timing-signal counts. A typical comparison showing very satisfac-
tory agreement, is given in Bandyopadhyay (1977).

3.2 Wind tunnels Over the past 20 years various wind tunnels in the
Department have been used for boundary-layer flow visualisation. First
attempts were made using titanium tetrachloride painted on to the sur-
face of models in a small smoke tunnel. One typical result, comparing
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laminar and turbulent flow over a kinked plate, was given by
Bandyopadhyay (1977). A similar result for flow over a curved plate
is given here in Photos l(a) and (b).

Later experiments were carried out in a larger blower tunnel with
the set-up described by Fiedler & Head (1966). A cine film was made
showing the turbulent boundary layer in favourable, zero and adverse
pressure gradient conditions. This was presented at the 1967 Canadian
Congress of Applied Mechanics (Head et al, 1967). Photos 2(a) and (b)
compare longitudinal sections at high and low Reynolds numbers and
Photos 3(a) and (b) show the boundary layer in highly favourable and
adverse pressure gradients respectively.

A much larger blower tunnel was then constructed with a working
section approximately 12 m long and 0.9 m square (40 ft x 3 ft sq).
In its original form shown in Figure l(a) it was used to make a cine
film showing inter alia the growth of turbulent spots and the inter-
action of the turbulent boundary layer with the free stream. This
film was shown at the Boeing Symposium on Turbulence in 1969, and en-
larged frames from it are shown in Photos 4(a) and (b) and 5(a) and (b).

1 (a) Uti4TUAG "TOLLEY 6: CONTC to ro

•SMOKE IV AND T21P

( .. . •

Figure 1. Smoke tunnel in original and final forms

In the modified form shown in Figure l(b) the tunnel was used by
Falco (1977) with the lighting system unaltered and still substantially
the same as that used earlier by Fiedler & Head (1966).

For the combined experiments described here and in the paper by
Bandyopadhyay (1977) conditions were modified only to the extent that a
4W laser was used as light source, as indicated in Figure l(b).
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a1  laminar separation (b) turbulent separation

Photo I Low Reynolds number flew over curved plate

-UW
(a) low Reynolds number (b) high Reynolds number

Photo 2 Turbulent boundary layer different at Reynolds numbers

(a) favourable pressure grddient (b) adverse pressure gradient

Photo 3 Effect uf pressure gradient

'a ) moke in free stream only (D) smoke in b.1. and free stream

Pho to 4 Interaction between boundary I ayr and free stream
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Because the speeds in the smoke tunnel were very low, with a maxi-
mum in the region of 3m/s , it was decided to perform at least a lim-
ited number of experiments in one of the straight-through tunnels in
the laboratory, modified as shown in Figure 2 by fitting an extension
to the working section and directing the exit flow through an adjacent
window.

OUTLET TO (NWDOW 8la ME1NSO
/LASrCJ

M ANDT2P

Figure 2. Modified straight-through tunnel.

Experiments with Ree in region of 2000 or less were performed
in the large smoke tunnel, while for Ree = 7000 , the modified straight-
through tunnel was used.

4. RECORDS OBTAINED

The records were normally in the form of 16mm cine film, plus the
corresponding 'Calcomp' plotting output of the hot-wire and timing sig-
nals. Alternatively, or in addition, the output might take the form of
a printout of the hot-wire data processed to indicate regions of high
correlation (see below). A particular set of records is referred to by
the number allocated to the cine film (e.g. Cine 22B). A complete list
of records and the conditions in which they were obtained is available
but will not be presented here, where we confine ourselves to giving a
brief outline of the course of the experiments. These include some
which were performed in turbulent spots and in the attaching flow behind
a circular rod on the surface, where horseshoe (or hairpin) vortices
were known to occur.

Initial experiments were performed in the large smoke tunnel at
values of Ree in the region of 1200 , using a single crossed-wire at
different levels in the boundary layer. These experiments were mainly
concerned with developing the 'combined' technique, the objective at
this stage being the accumulation of more extensive and accurate shear-
stress data that would enable ensemble-averaged Reynolds stress distri-
bution to be obtained, following basically the procedure described by
Falco (1977). In the event, this objective was abandoned in favour of
what seemed a more promising line. The major difficulty in these early
trials was that of obtaining a transient-free start to the timing sig-
nal, so that recourse had to be made to the oscilloscope trace for
synchronisation. In using the crossed wire, values of uv could be
obtained either from the analogue uv output or by multiplying to-
gether in the computer the individual u and v analogue signals.
The records of uv and u xv were found to agree very closely.
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When the difficulty of obtaining a transient-free start to the
timing signal was overcome no further difficulties were encountered in
synchronisation, the frequency of the timing signal being adjusted
roughly to the framing speed of the camera.

Cines 22 and 23 represented the first useful efforts in the present
series. Here a single hot wire was positioned at a y+ of about 4
with a crossed wire directly above it in the outer part of the layer.
The objective here was to see whether correlations could be discerned
between the signals from the hot wire close to the surface, which would
be a measure of the skin friction, and the uv signals in the outer
part of the layer during the passage of a large-scale motion. In Cines
24 and 25 conditions were similar, but the wires were staggered at an
angle of about 500 to the surface. Cines 22, 23 and 24 were recorded
at an Ree of 1170 and Cine 25 was virtually a re-run of Cine 24 but
at approximately double the Reynolds number.

Cine 31 was the first of the combined records obtained at a high
Reynolds number (Ree = 7000). Here again a single wire very close to
the wall served as a measure of skin friction, but the outer crossed-
wire was replaced by a single wire.

Up to this stage, the results suggested that there was some corre-
lation between skin-friction activity and the passage of a large-
scale motion, and between skin friction and the shear stress in the
outer part of the layer on the upstream side of large-scale motions,
but the signatures did not show any obvious correlation over extended
periods of time. In addition it was not at all easy to distinguish from
the films what should be categorised as large-scale motions. The only
really distinctive feature of the layer, which appeared again and again,
was a general inclination of smoke-free fissures or smoke-filled fila-
ments at a characteristic angle to the wall, which appeared to be in
the region of 400 . The visual evidence suggested that this angle was
characteristic of the flow in the outer part of the layer and it seemed
reasonable to expect that it should not extend into the sublayer and
buffer region. The single wire closest to the wall was therefore moved
out of the sublayer to a y+ of about 40 (for Ree = 2000), and the
second hot wire was staggered behind it so that the line joining the
two wires made an angle of 400 to the surface; the outer wire was at
rather less than half the boundary layer thickness.

Cine 32 was made in the large smoke tunnel with the hot-wire con-
figuration just described and Ree = 2000 . It was this film and the
corresponding 'Calcomp' plotted hot-wire records that provided most of
the material for the paper by Bandyopadhyay (1977). Visual inspection
of the signals from the two hot wires showed quite extended regions (in
the region of 26 long) where the two signals were virtually identical,
leading to the speculation that arrays of hairpin vortices, inclined at
an angle of about 400 to the surface, were being convected past the
wires. Subsequent experiments have been directed towards testing this
hypothesis.

Cine 33B was basically a repeat of Cine 32, but with a third single
wire inserted between the other two, at the same stagger angle.

1 04



M.R. HEAD/P. BANDVOPADHVAV

Cines 34A and B were made using the same hot-wire configuration in
the straight-through wind tunnel at Ree = 7000

The remaining experiments were performed in circumstances where
hairpin vortices developed in substantially turbulence-free surrrund-
ings. Cines 35, 36 and 38 were made in the reattaching flow behind a
circular rod placed across the floor of the large smoke tunnel, in a
laminar smoke-filled boundary layer, and Cine 378 was made in the plane
of symmetry of developing turbulent spots.

Measured mean velocity profiles representative of the three Reynolds
numbers at which experiments were commonly performed are shown in
Figure 3 below.

ISOL
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"Figure 3. Measured mean velocity profiles.

5. COMPUTER RECOGNITION OF SIMILAR PATCHES

In the earlier paper (Bandyopadhyay, 1977) the correspondence of
signals from the two wires used in Cine 32 was established by visual
inspection. In fact this procedure left little doubt that patches of
very high correlation existed, but no figures could be attached to the
correlations, and it could be objected that the procedure was somewhat
subjective. It therefore seemed worthwhile to program the computer to
distinguish regions (in terms of timing-signal counts) where the mean
correlation over a certain fixed time interval, traversed along the
sample, exceeded some stipulated value. The way in which this was done
is indicated in Figure 4 on the next page.

Effectively, what we are doing is determining a running average,
over a fixed time interval corresponding to roughly 26 , of the corre-
lation between the two signals. This mean correlation could have been
'Calcomp' plotted over the full length of the sample, as indicated in
the lower part of the figure, but in fact a printout was made of the
counts defining regions where the chosen criterion was exceeded, and of
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Figure 4. Computer recognition of similar patches.
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both the sum of the hatched areas indicated on the figure and the total
nuner of occasions on which the prescribed criterion was exceeded.

Time intervals corresponding to 26, 6 or 6/2 were chosen for dif-
ferent runs through the computer, and on each run results could be ob-
tained for different values of the criterion (say 0.6, 0.7 and 0.8) and
with different leads or lags applied to the signal from the top wire.

When this procedure was applied, two things became apparent. First,
a few regions were found where the correlation was extremely high (up to
0.88 over a patch length 26) and the effects of lead or lag correspond-
ing to changes in effective stagger angle of -200 were in some cases
very small, indicating a lack of correspondence of small-scale features
in the signals despite a high level of correlation. The second obser-
vation was that occasional patches where the eye would have judged the
signals to be substantially similar remained undetected.

The answer to both these observations lay in the fact that very high
correlations could be achieved, without detailed similarity of the sig-
nals, if uI and u2 had substantial mean components (over the time in-
terval considered) which were different from the long-term means. This
led to our selecting too high a correlation coefficient as a criterion
for similarity, which led in turn to visually similar patches remaining
undetected, while at the same time detailed similarity of the signals
was by no means assured.

aThe program was therefore modified so that the mean values of ul

and u2 over each interval were subtracted from the -instantaneous values.
This fad the effect of focussing attention on features of small extent
in the streamwise direction (say of order 6/10) but of relatively large
extent along lines where the correlation remained high. At the same
time, of course, we were discarding information which might be valuable
in defining true large-scale motions, and it might be worth re-examining
the records to see whether the relatively sustained departure from long-
term mean velocities form a coherent pattern.

The modified program proved satisfactory and it appeared that, where
the correlation coefficient exceeded 0.6 the signals would be judged by
eye to be very similar. Two examples are shown in Figure 5 below.

*T 0 o 7 0 -6

Figure 5. Examples of similar patches identified by computer.
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6. OVERALL CORRELATIONS

With the digitised hot-wire records available, it seemed worthwhile
to determine the long-term correlation between hot-wire signals, with
different values of lead and lag applied to one of them. The results
would at least tell us whether the 400 stagger angle chosen showed the
highest correlation.

Cines 33B and 34A with 3-wire staggered arrays were treated in this
way, The results for Cine 33B are shown in Figure 6 below. The results
for the other film are quite similar.

150 too So 0 5o I
LA4 LEAO msec

150 100 50 0 So l-. .. 150 .

Figure 6. Effect of lead or lag on overall correlations.

As would be expected, with 2 the intermediate wire, the correlations be-
tween 1 and 2, and between 2 and 3 are much higher than those between 1
and 3. For 1 and 2, and 2 and 3, the peak correlation of approximately
0.3 occurs with zero lead or lag, indicating that the choice of stagger
angle for the wires was correct. The correlation falls off rapidly with
increasing lead (i.e. higher angles to the surface) but shows a rather
extended plateau-like region with increasing lag, indicating some ap-
preciable correlation at smaller angles to the surface. These features
are also evident in the results of Favre et al. (1957).

7. HIGHLY CORRELATED PATCHES

7.1 Possibility of random coincidence In the earlier paper it was
stated that the possibility could not be dismissed that the patches
where signals from the two wires showed a marked similarity was simply
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due to the fortuitous coincidence of signals that covered much the same
frequency range. It seemed that the simplest way of eliminating this
possibility was to fit a third wire between the original two.

Typical results obtained from Cine 338 are shown in Figure 7.

U3  U,1
u, uJ,A

Figure 7. Similar patches for 3-wire arrays.

From this and a large number of similar examples it appears that the
possibility of explaining the similarity of signals by random coinci-
dence can, in fact, reasonably be dismissed. If we number the wires,
1, 2, 3 in order of their distance from the surface, as in the previous
section, then similarity of the signals from 1 and 2, and from 2 and 3
are more often observed than similarity of the signals from 1 and 3,
but, more important, whenever such similarity is observed between the
signals from 1 and 3, it also exists between those from 1 and 2, and 2
and 3. Similar results were obtained at Re - 7000 , but patches of
high correlation between wires 1 and 3 were Tess frequent at this higher
Reynolds number.

The results obtained by computer processing the signals from two
wires with varying lead and lag could also be used to demonstrate that
the similar patches were not due to random coincidence. If similar
patches appeared much more rarely with arbitrarily large lead or lag
applied to one of the signals, this would effectively demonstrate the
point. The computer program for recognizing similar patches was applied
to the digitised data from Cines 32, 33B and 34A over different sample
lengths with different leads and lags, and using different values of
the criterion. The results for 34A, shown in Figure 8, are quite typi-
cal.
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Figure 8. Effect of large lead or lag on occurrence of similar patches.

At this stage the computer program had not been modified to elimin-
ate sustained departures from the long-term means, but it is believed
the results would be only quantitatively affected, and that the very
large reduction in correlation for large lead or lag would still be
quite evident.

The general conclusion, then, must be that the observed highly
correlated patches are not due to random coincidence.

7.2 Effect of small lead or lag The modified procedure for computer
recognition of highly correlated patches 2s long was applied to the
results of Cine 32 with different amounts of lead or lag applied to the
signal from the upper wire. Results averaged over several sample
lengths are shown in Figure 9.
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Figure 9. Effect of small lead or lag on correlation.

Very long sample lengths would have been required to obtain com-
pletely consistent results and computer time was limited. In fact, a
considerable time saving could have been effected, without any
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appreciable loss of accuracy, if the 26 "window" had been shifted-on
each time by (say) 20 digitisation intervals rather than the single
interval specified in the program, but this possibility was recognised
too late to be of service.

From the results shown in Figure 8 it will be seen that the chosen
stagger angle of 400 lies somewhat unexpectedly in the trough between
two peaks which occur at approximately 250 and 550 to the surface.
(It should be noted that, while the lead or lag can be specified accu-
rately in terms of digitisation intervals, the specification of angles
can only be approximate and depends on defining an appropriate convec-
tion velocity, which in this case was arbitrarily taken as 0.75U ).
The existence of two peaks might signify either that we are dealing
with two different types of structure, or that individual small features
are inclined at either of these angles (and of course a range of others
besides) in any patch with high correlation. The answer is almost cer-
tainly to be found in the recorded data but has not yet been extracted.
This point requires further investigation.

Comparing the results in Figure 9 with the long-term correlations
shown in Figure 6, we see that the two become compatible only if the
correlations observed in the 26 patches of high correlation are sup-
plemented by a sufficient number of 400 correlations outside these
patches.

7.3 Results of film scrutiny The hot-wire records demonstrate con-
clusively that, over significant patches of the flow, u-fluctuations
occur which are closely correlated over a substantial part of the
boundary layer thickness. The streamwise extent of the fluctuations is
small compared with the distance of the outer hot wire from the wall,
and the inference must be that groups of highly elongated structures
exist, inclined at an angle of something like 400 to the wall. Arrays
of horseshoe (or hairpin) vortices would seem to provide the most likely
physical explanation and all the films that had been made were carefully
examined to see whether visual evidence existed for such arrays.

In the outer part of the layer individual vortices abounded, at all
Reynolds numbers, but it was very difficult to distinguish from the il-
luminated longitudinal sections whether they were more or less isolated
structures, or the visible traces of much more extensive features orig-
inating at the wall. The difficulty here was that the boundary layer
was, in most cases, more or less uniformly filled with smoke, so that
features extending to the wall could be clearly seen to do so only when
fortuitously surrounded by smoke-free fluid. However, with just the
right smoke concentration and lighting it was sometimes possible to fol-
low density gradients in the smoke down through the layer.

Photos 6(a) to (d) show cases where more or less straight inclined
features, which can be most readily interpreted as hairpin vortices,
are quite evident. Photo 7 shows a very definite array of such fea-
tures, which can be associated with the corresponding hot-wire traces
shown in Figure 10 below.
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(a) turbulent spot (b) cross-stream view at Re. -700

Photo 5 Developed spot and boundary layer cross section

Photo 6 Evidence of straight inclined features

Sm

Photo 7 Cine frame corresponding to signals shown in Figure 10
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CINE" 34A

Figure 10. Hot-wire signals corresponding to visually identified array.

Photos 8(a) to (c) show examples of the rather regular features
occasionally observed at Re8  7000.

Once the widespread existence of hairpin vortices in the boundary
layer has been accepted, the cine films take on a rather different as-
pect, and the boundary layer itself, with both large and small-scale
featutes, can be seen as no more than an assemblage of such vortices, in
some cases extending right through the layer, more or less straight and
inclined at a more or less constant characteristic angle to the surface.

Earlier authors, notably Theodorsen (1952) and Black (1968) have
emphasized the importance of horseshoe vortices, and the latter has de-
veloped a quite detailed theory, but it may be doubted whether even
these authors could have envisaged the highly elongated and in some
cases very regular forms that such features may take. However, Black
(1968) goes so far as to state "The theory asserts that the turbulent
transfer of mass, heat, momentum and energy within the boundary layer
are essentially effected within discrete, horseshoe-vortex structures
which are generated and maintained by powerful, localised non-linear
instabilities within the sublayer and which move downstream over the
wall in a characteristic, quasi-frozen, spatial array." This statement
would seem to be in excellent accord with the results we have obtained.

8. TURBULENT SPOTS

Black (1968) suggests that the initial instability which produces
a turbulent spot in the laminar boundary layer, persists into the
fully-developed turbulent layer, continuing to govern the process of
turbulence production and momentum transfer. It had been observed in
the smoke tunnel that the first evidence of the appearance of a spot
was the production of one or more hairpin vortices, and, with the evi-
dence from the hot-wire signals of regular arrays of such vortices in
the fully-developed turbulent boundary layer, this provided substantial
support for Black's hypothesis.

However, the present brief investigation of turbulent spots was
undertaken simply with the objective of finding out something about
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Photo 8 Regular features observed at Re9  7000

Photo 9 Upstream edge of spot

Photo 10 Slowly overturning large eddies

Photo 11 Downstream region of spot

11 4

ll44



M.R. HEAD/P. BANDVYOPADHYAY

hairpin vortices and the way in which they evolve into turbulent mo-
tions. Photo 5(a) referred to earlier shows a typical spot, grown to
large dimensions. Those investigated here were generally at much
earlier stages of development.

A staggered array of three hot wires was used, with a longitudinal
plane of illumination on the tunnel centreline. Spots were induced to
form on or close to the centreline by suitably adjusting the tunnel
speed with a small obstruction over the honeycomb at entry to the tun-
nel producing a localised wake. (The low-speed smoke tunnel was used
for these experiments.)

Visual observations, both of the flow itself and of film Cine 37B
lead to the following descriptions of the main features of a developing
turbulent spot.

(i) At the upstream side of the spot there is a general outward
motion consisting of an array of features growing out from the wall, as
may be seen in Photo 9.

(ii) As these features grow sufficiently large and numerous, they
amalgamate to form slowly-overturning large eddies (Photo 10).

(iii) As the spot grows, the number of such eddies formed increases
and, towards the downstream side of the spot, the flow comes to resemble
a low Reynolds number turbulent boundary layer (Photo 11).

Examination of the hot-wire traces revealed a substantial number of
patches where the signatures were very similar. Figure 11 below shows
the signals corresponding to the passage of a single hairpin past the
wires.

Uz-. 3 COUNTR 164
EUZ

160 9qo4 ILLUMINATI0 5EC.ION OF V0Q.TI
GIVINq HOT-WI2E S16NALS ON LtFT

CINE 37B

Figure 11. Hot-wire traces due to passage of observed hairpin vortex.

The spot experiment provided general support for the hairpin hy-
pothesis as applied to fully turbulent boundary layers and showed how,
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at low Reynolds numbers, hairpin vortices may evolve into coherent
large-scale motions, which appear as a train of slowly overturning
eddies.

9. FLOW BEHIND A CIRCULAR ROD

Photos 12(a) and (b) are from a film made by Head & Graham in 1969
and show hairpin (or horseshoe) vortices behind a circular rod. From
the film these are seen to form in a regular periodic fashion as the re-
attachment position moves back and forth.

In the present experiment the three-wire rake was again used, at
distances 7.5, 11 and 17 diameters downstream of the rod. The rod it-
self was about l cm in diameter and close to entry where the boundary
layer was laminar and filled with smoke.

Visual observation of the flow and cine-films 35, 36 and 38 which

were taken with a longitudinal light plane indicated that, shortly after
separation the free shear layer rolls up into discrete vortices. Very
often vortex pairing occurred in the region of reattachment. The precise
position where this occurred relative to reattachment was not easy to
discern, because both the layer itself and the cavity beneath were filled
with smoke. Photos 13(a) to (e) show a sequence of frames where vortices
1 and 2 first combine to form a pair which rapidly disintegrates into a
turbulent lump containing many small-scale features, and with fissures
of smoke-free fluid extending almost to the wall.

Because of the relatively large scales of the horseshoes or hairpin

vortices compared with the thickness of the light plane, they might ap-
pear in several different forms. If sufficiently twisted, the entire
vortex might show up as a closed loop, while if it were untwisted it
might appear in stages, starting with a small island of rotational fluid
which grows and moves outwards until finally a filament appears from
the side and joins it to the wall. Or, in some cases the process might
be reversed. Quite similar observations are of course very common in
the outer part of turbulent boundary layers, although it is not usually
possible in that case to trace the motion ultimately back to the wall.

As in the case of the spot, the hairpins as they moved downstream
rapidly formed discrete coherent turbulent structures which were, in
this case, initially quite widely separated.

The hot-wire signals appear in no way to contradict the visual ob-
servations, and the only significant feature we remark upon here is the
characteristic W type of signature apparently associated with the
passage of a vortex Dair.

10. EFFECTS OF REYNOLDS NUMBER AND TRIPPING DEVICE

In view of the present observations of fully developed turbulent
boundary layers to be seen on cine film, it is not at all obvious how
the idea of characteristic large-scale coherent motions in the turbulent
boundary layer has come to be generally accepted. It may be that flow

116



a, getier 1) I ,tVert II I cjtpane

*P rato 12 Focniation of v~o .~z L'Cild J -,tuIj>I c o (I

"It

we-
P'o t Iv l tt ' )Ji i l0t



M.R. HEAD'P. BANDYOPADHYAY

visualisation experiments tend to have been carried out at low Reynolds
numbers, where, as we see below, coherent structures seem more likely
to form, while hot-wire experiments have in general been performed at
comparatively high Reynolds numbers, where the results are wholly
statistical, thus tending to obscure any wide variations in large-scale
flow structure that might actually be present.

Let us consider first the probable effect of Reynolds number on the
vortex structure. It seems likely that the spacing of the legs of the
hairpin vortices in both longitudinal and cross-stream directions should
scale with the wall variables UT and v , but it appears also that
their length, at least up to Ree = 7000 , is limited only by the thick-
ness of the layer. (It seems quite possible, incidentally, that the
typical eddies, or small-scale motions, measured by Falco & Newman (see
Falco, 1977), which evidently do scale on wall variables, represent no
more than the tips of the hairpins.)

Now, if the foregoing is true, it is to be expected that there will
be quite substantial Reynolds number effects on boundary layer structure
as the ratio of length to breadth of the vortices changes. At the lowest
Reynolds numbers (say Ree = 500) they may appear as rather wide loops;
at rather higher values of Re8  (say 1000-2000) as somewhat elongated
horseshoes, and at high values of Re8  (say 7000) as greatly elongated
hairpins. (See Figure 12 below.)

VErY LOW MO-A.T. e' HC e

Figure 12. Sketch of horseshoe vortices at different Reynolds numbers.

At very low Reynolds numbers it seems quite likely that all scales
of the vortex motion should be quite comparable with the boundary layer
thickness, so that it might take only one, two or three of these vorti-
ces to produce a coherent large-scale motion. Thus, such motions may
be relatively commion at low values of Re8

At higher Reynolds numbers, where there are comparatively very many
more hairpins, the variety of possible combinations becomes large and at
Reg - 2000 (say) the structure might tend to appear relatively chaotic,
as indeed appears to be the case. At very high Re8  again (Re8 > 5000,
say) there may be a return to the production of large-scale structures
of a more or less typical form and there is some evidence of this in the
films made at Reg = 7000, as Photos 8(a) to (c) show. Even here, how-
ever, it takes no great effort of the imagination to see these apparently
regular features as arrays of outgrowing vortices which take on a
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rather orderly pattern.

Turning now to the possible effects of tripping devices, we have
noted that the flow over a rod produces large, discrete turbulent lumps
at some distance downstream, and a similar effect was noted in the flow
of a turbulent boundary layer over a rearward facing step (Bandyopadhyay,
1977). From isolated observations made in the smoke tunnel, it appears
that the effects of a trip in organising the motion may extend as far
downstream as at least 150 trip heights, and at sufficiently low
Reynolds numbers this may have a substantial effect in producing a more
or less regular train of large-scale features.

11. SPECULATIONS CONCERNING LARGE-SCALE STRUCTURES

Up to now the suggestions that have been made have not been entirely
free of conjecture, but we now pass to the realm of pure speculation in
an effort to provide some sort of overall explanation for the obser-
vations. In fact we present two hypotheses, the first of which has cer-
tain attractive features but has now been discarded in favour of the
second, which begins to look remarkably similar to the picture presented
by Black (1968), although we have reached it by a very different route.

• 11.1 Initial hypothesis The following outlines the steps in an argu-
ment which explains the evolution of large-scale motions from the ob-
served vortex arrays.

(i) Figure 13 shows a somewhat idealised picture of the boundary
layer which would seem to accord with accepted ideas.

rZNTP.INM. Tr -

1AUST 5 -'UuQr.,

1// / / ' / / / / /-// / // / ' /77

Figure 13. Train of coherent motions (idealised).

The sketch shows large-scale features of typical form being swept
downstream, with high smoke concentrations originating from the sub-
layer on their upstream sides (positive v and negative u ) and lower
smoke concentrations on their downstream sides (negative v and posi-
tive u ). The real picture is, of course, likely to be very much less
regular than the sketch would suggest; moreover it gives no indication
as to how the large-scale features originate.

(ii) Corrsin (1957) has remarked that the Reynolds numbers of
fully turbulent wakes and jets, based on eddy viscosity, are constant
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and very similar to the corresponding critical Reynolds numbers for
their laminar counterparts, and Townse n'T) has suggested the
mechanism by which 'T in such flows is maintained at the appropriate
value. He suggests that, in fact, VT first decays, creating an in-
stability that results in an abrupt increase in entrainment, which in-
creases vT , which then decays, and so on. Essentially it would seem

, that he is postulating a quasi-periodic breakdown of the flow as the
means by which vT is maintained (in the mean) at the appropriate
val ue.

(iii) For the turbulent flat-plate boundary layer, it is well
known that U6*/VT maintains a constant value (1/0.016), and it can
be simply shown that this corresponds to a value of U 6/VT equal to
15 (very closely). Now this is very near the value of U TSs/v (where
Ss is the sublayer thickness), which may be regarded as the critical
Reynolds number for highly disturbed laminar flow. There is thus some
reason for placing the flat-plate turbulent boundary layer in a similar
category to jets and wakes, and it would then seem appropriate to pos-
tulate a generally similar mechanism by which 4T is maintained at an
appropriate value, i.e. by a quasi-periodic breakdown of the turbulent
flow, in this case causing a disruption of the viscous sublayer as well

* as an increased interaction with the outer flow.

(iv) It would not seem necessary to postulate such an intermittent
breakdown, since the boundary layer is continually being energised by
the entrainment of free-stream fluid, and the viscous sublayer could re-
main in a state of quasi-equilibrium by either breaking down regularly
at a time-scale proportional to v/U2 , or perhaps at a time-scale con-
trolled by the passage of large-scale structures, or perhaps both.
Nevertheless, it is clear that large-scale structures arise, persist for
an appreciable period and then decay or amalgamate with other structures,
and the highly correlated patches that we have interpreted as arrays of
hairpin vortices may represent the initial stages of the type of break-
down we have been discussing.

Figure 14 below suggests how the regular arrays of hairpin vortices
that we have inferred from the measurements may collapse to form large-
scale structures of a more general form.

5505

NIU&L AD.U.TION

Figure 14. Change of vortex array to large-scale motion.
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Once formed, it seems possible that the fully developed large-scale
motion should remain in a state of quasi-equilibrium for some consider-
able time.

The only major difficulty with the foregoing would seem to be that
the large-scale structures we assume as the end product, with a typical
form and internal circulation, just do not seem to appear, except poss-
ibly very infrequently, in the cine films. Even when we do see struc-
tures that seem to have something like the appropriate features, as ap-
pears to happen occasionally at Rea = 7000 (see Photos 8(a) to (c)),
they can also be interpreted, as we have already remarked, as having a
small-scale structure that consists of arrays of individual vortices at
a steeper angle to the surface than the upstream interface of the
structure as a whole. It therefore seems appropriate to consider the
alternative hypothesis outlined below.

11.2 Alternative hypothesis This is developed as follows.

(i) In earlier sections it appears to have been established that
the patches of high correlation between widely separated wires were un-
likely to have arisen solely by the chance coincidence of random signals.

(ii) However, this by no means precludes the possibility that the
boundary layer should at all times be composed of random arrays of hair-
pins, very often in a highly disorganised form, but occasionally, and
perhaps quite by chance, conforming to the exacting standard of orderli-
ness required if they are to generate the extended patches of similar
signals observed.

(iii) In this case it does not seem necessary that similar patches
should have any special signficance in the generation of large-scale
motions, and large-scale structures are now simply seen as random ag-
glomerations of hairpin vortices which maintain some measure of orderli-
ness in their spacing and their angles to the wall.

(iv) This hypothesis seems to give a good account of the obser-
vations and in no way contradicts the known constancy of the Reynolds
number U6*/vT mentioned in para (iii) of section 11.1 above. It only
suggests that Townsend (1970) was correct in placing the boundary layer
in a different category from jets and wakes in not being subject to re-
current breakdown.

(v) The possibility of hairpins extending in many cases right
through the boundary layer, albeit in a distorted form, explains the
appearance of small-scale structures at the turbulent non-turbulent
interface, and indeed the isolated islands that sometimes appear beyond
it, and makes unnecessary the consideration of any localised instability
at the interface. Falco's typical eddies and these isolated islands are
seen as no more than illuminated slices through the tips of hairpin vor-
tices. The cross-stream views shown by Falco are also not incompatible
with vertical slices through inclined vortex pairs (or hairpins).

(vi) If we assume, as does Black (1968), the existence of an in-
stability of the viscous sublayer moving upstream with respect to the
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outer flow (though downstream in absolute terms), then the tips of suc-
cessive vortices produced by the instability will lie along a line which
is inclined at a much smaller angle to the surface than the individual
vortices which give rise to it, as indicated in Figure 15 below.

DOWNCTU.AtA VOQ7(CCL

S)AO)Q ComtruWMCO11 03 11oc~xo

SU8L&VrQ2. &a1TA~~Y MOv:6 M I 1fM
kItLATIve TO OeVeLOp(4 FEANVO.

Figure 15. Array of hairpin vortices formed by advancing sublayer
i nstabi1 i ty.

This would explain (a) the existence of small-scale vortices on the
upstream face of the large-scale structures (b) the existence of high
smoke concentrations along the upstream face close to the wall and (c)
the comparatively disorderly nature of the downstream region and the
weak smoke concentration there, due partly to vortex stretching and
partly to entrainment.

(vii) If the lifetime of the sublayer instability is limited, and
in some way related to 6/U , then a mechanism exists for the repetitive
formation of characteristic features of the' type shown in Photos 8(a)
to (c). At the present stage it is by no means clear why or if this
should occur only at high Reynolds numbers.

The two hypotheses may not be altogether incompatible, and it seems
intuitively likely that regular arrays of hairpin vortices must at some
stage of their development give way to much less coherent and orderly
flow. The true picture, then, may contain features of both hypotheses,
as well as (very possibly) additional features we have overlooked.

So far as the practical application of the present results is con-
cerned, the considerations outlined in an earlier paper by the first
author (Head, 1976) would seem to be entirely relevant. In that paper,
the hypothesis was made that the boundary layer could be viewed as an
assemblage of vortex elements which, in the mean, were arrayed at some
substantial angle to the wall. This hypothesis now seems to be quite
firmly based, and the tentative explanations arrived at for observed
variations in eddy viscosity must take on an altogether higher degree
of credibility.
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12. CONCLUSIONS

The present investigation leads to the following conclusions.

(i) The patches of strong correlation in u-fluctuations observed
earlier, using wires staggered at 400 to the surface, are not due to
random coincidence.

(ii) There is now a great deal of evidence to support the original
suggestion that these patches represent regular arrays of hairpin vor-
tices convected past the wires.

(iii) In turbulent spcts the upstream region consists of arrays of
hairpin vortices while the downstream region closely resembles a low
Reynolds number turbulent boundary layer. The change from hairpin vor-
tices to clumps of turbulent fluid takes place with great rapidity.

(iv) In the reattaching flow behind a circular rod in a laminar
boundary layer, vortex loops or hairpins again appear and occasional
vortex pairing is seen to occur in the reattachment region. The vortex
loops again change rapidly into discrete clumps of turbulent fluid.

(v) The more or less regular appearance of coherent motions with
streamwise dimensions comparable to the boundary layer thickness is be-
lieved to be characteristic of low Reynolds number flows (Re < 1000),
either because of the organising effect of the trip (see (iv) above) or
because of low Reynolds number effects per se.

(vi) For values !f Ree in the range 1000-7000 the most charac-
teristic feature of the boundary layer is not the existence of large-
scale coherent motions but of structures formed by the random amalga-
mation of features that are small in the streamwise direction but highly
elongated along lines at about 400 to the surface. It is inferred
that these substructures represent hairpin vortices.

(vii) At the highest Reynolds number (Ree = 7000) there occur a
few examples of more regular large-scale structures of characteristic
form. These also appear to be composed of arrays of hairpin vortices.

(viii) The final picture that emerges is one in which hairpin vor-
tices originating in the viscous sublayer play a dominant role. Al-
though still speculative, it explains many edrlier observations. In
particular, the emergence of the tips of the vortices at the turbulent:
non-turbulent interface explains the appearance there of small-scale
features that it would otherwise be necessary to ascribe to some form
of local instability. The picture may also explain the discrepancy be-
tween the relatively small (upstream-interface?) angles determined by
Brown & Thomas (1977) and the much larger angles that we have found to
produce the highest correlations.

(ix) The present picture exhibits so many features in common with
that prcposed by Black (1968) that it may almost be taken as an experi-
mental verification of many of his basic ideas. His theory is evidently
worthy of much more detailed study than we have so far been able to

123



M.R. HEAD/P. BANDVOPADHVAV

give it.

(x) A general conclusion of the present research is that Reynolds
number effects on the detailed boundary layer structure are likely to be
important. Experiments at values of Ree < 1000 (say) may give results
that are quite unrepresentative of those at really high Reynolds numbers,
which are likely to be of greatest practical significance.
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DISCUSSION

Willmarth:

I'm not sure I understood exactly what you said with regard to
to your smoke visualization, but the thing that interests me most
was your picture with the hairpin going way across. Now, I'm only
asking do you actually see those with your smoke? I mean it was
not clear, but I think that's terribly significant.

Bandopadhyay:

Only in some cases is it possible to follow the hairpins and
their growth away from the wall -- if you're fortunate that it's
not surrounded by other smoke regions. But we have some examples

where you can see them slowly coming out, and we see them normally
on the upstream side of an interface.

Willmarth:

Do you see a lot of them?

Bandopadhyay:

Yes, we do see quite a lot of them.

Kline:

Before we recognize someone else -- can we continue this point?
I don't see many "pins" in your pictures and I guess that's what
Bill (Willmarth) is asking. I see some, but there is a critical
difference between some and most of the time, or the average eddy,
or the dominating feature. As I commented before on your method,
which is also used by Falco, you see mostly the skin. You do not
see inside the smoke-filled layer very much, hence, I don't under-
stand how you get this picture of all these eddies coming out --

can you explain that for us?

Bandopadhyay:

At low Reynolds number, it's very difficult to see the legs
of the "Pins" within the smoke-filled region. But at very high

Reynolds number, especially at the order of 7,000, within the
smoke-filled-region, i.e. the large-scale-motion, we do see smoke
concentration regions which suggest that the features are in-
clined at this sort of characteristic angle, and we have seen
those "pins" which are twisted in the plane of illumination. I
have the frame numbers marked which I can show and we can see how
the hairpins appear.
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Kline:

Thank you. Let's see...Marten Landahl.

Landahl:

I think one should be very careful in trying to describe flows
with the aid of vorticity; after all, vorticity is nothing more than
the curl of the velocity field. Whether you describe the velocity
directly or by its curl could be significant, but then there may
not necessarily be a substantial difference between the two. If
you have two regions of different velocity, you can either say there
is a velocity-discontinuity or you could say there is a vorticity-
sheet. Of course, one thing you have to be aware of is that by
describing the flow by vorticity, you do not catch all of the
motion. You only catch the vortical motion, but not the irrota-
tional part; it's not a complete description. Also, I think that
one should view the description by hairpin vortices and so forth
as a kinematical model and not as an explanation of anything. I
think that the only thing that Theodorsen did that had dynamics
in it was that he suggested that vortex stretching was a mechanism
whereby you produced additional vorticity in the turbulent flow.
Possibly it's the spanwise vortex stretching rather than logi-
tudinal one that's significant here...but I think that's where
the only dynamics come in.

Kline:

I'd like to say one thing. I don't understand how you induce
from the pictures you showed us the idea that there is a sub-
layer instability. Now if you're+using the word sub-layer in the
sense of the viscous sub-layer, y < 10, I don't think we saw any
pictures of this in your smoke visualization at all. There are
other difficulties I have with some of the ideas you presented,
but that one in particular I would like to ask you to clarify
what you mean by the word sub-layer in this sense because I don't
understand -- I can't follow you on that at all.

Bandopadhyay:

I don't think in the smoke visualizaiton you see very much
what is going on in the sub-layer.

Kline:

In that case, how can you come to the conclusion that there
is an instability in the sub-layer from these data? I don't
follow the argument.

Bandopadhyay:

Well, we gave some evidence which suggests that there is an
area of hairpin vortices, and then in the last pahse of the talk I
presented a purely speculative hypothesis which proposes that
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Bandopadhyay: (cont'd)

these pins possibly appear from the instability in the
sub-layer.

Kline:

Okay, but would you agree that there are other possible ex-
planations for the source of hairpin vortices than sub-layer in-
stability? Would you agree or disagree with that?

Bandopadhyay:

Well, it's again a speculation and we want to say that this
model seems to suggest and again we may be wrong, that it's
not really necessary to postulate another type of instability on
the upstream side of the interface. One would like to take a
hypothesis which has least number of assumptions.

Kline:

We better stop at this point -- let me recognize Ron
Blackwelder.

Blackwelder:

In addition to these other problems, I have one comment on
this type of measurement. You can see from your films that these
things come about in the outer region. Your flow being in this
direction, I think you're probably getting your major correlation
from back here -- you mentioned it's from the back. (Points at
the back or upstream face of a large outer region bulge.)

Bandopadhyay:

Opposite interface -- yes!

Blackwelder:

But this interface slpe obviously changes as you go down-
p stream, and you have your probe set at a very fixed angle. This

tends to tell me that you're going to be picking out a certain
sub-set of these events from which you are getting most of your
measurements. That sub-set would change I would presume if you
change the sweepback angle between your probes. Also, I think
what you are measuring probably is one of the structures at a
given age in its lifetime. It starts out and you can see some
of these in your film, maybe something like that -- and it bends
over with the top moving relatively downstream, and then it gets
even flatter. There's also possibly a Reynolds number effect in-
volved. Eckelmann's data from his oil channel was different,
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Blackwelder: (cont'd)

I don't know what their maximum angle was, but it was probably
small compared to what you have. Brown and Thomas, which I
believe is at even a higher Ryenolds number, have still another
angle. So I think there's a little confusion -- we're mixing
too many things together involving too many variables.

Bandopadhyay:

Well Brown and Thomas, I think they are talking about the
opposite interface, but we are not talking about that, the en-
velope of the individual features...

Blackwelder:

I guess I disagree with that because looking at your film
it seemed to me that when you had the largest correlation of
events was when the upstream face of a bulge crossed your probe,
and you could actually see a black area without any smoke.
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ABSTRACT

The paper is a survey of space-time correlation and a few condition-
ally sampled measurements of turbulent structure in boundary layers using
various sensors. The measurements discussed show that while much has
been learned during the past few decades the structure of the turbulence
in boundary layers near the wall is still an open question. One of these
questions that must be examined is the nature of the flow field at very
small scales since the available evidence indicates that very few sensor
measurements were made with sensors that properly resolve the small scale
fluctuations. Measurements with a small X array hot wire probe are des-
cribed. The measurements were not v.alid below y+ < 400 because the
probe was too large to resolve turbulent fluctuations whose smallest
scale was of the order of one viscous length, V/uT. This result indicates
a need for better instrumentation to advance our knowledge of the ener-
getic small scale turbulent structure near the wall. Such knowledge
should lead to better understanding of the phenomenon of drag reduction
and the development of better prediction methods for turbulent flows.
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I. INTRODUCTION

The subject of this paper is sensor measurements and correlations
in turbulent boundary layers. It is intended that the paper should be
a survey of the field which will provide a frame of reference for fur-
ther discussion and set the stage for the three invited papers which
follow.

One of the principal goals of turbulence research is knowledge of
correlations among flow variables. For example, as a result of research
on turbulent shear flow we would like to understand the flow structure
that produces the correlation, uv, between the velocity fluctuations
parallel and normal to the wall. This would allow prediction of the

* Reynolds stress, - puv (i.e. the average rate of turbulent momentum
transfer). In other problems we may need to know the correlation between
normal velocity and mass or temperature fluctuations in order to under-
stand turbulent transfer of mass or heat. We will confine our discussion
to flow structures important for streamwise momentum transfer in incom-
pressible turbulent boundary layers.

Approximately 25 years ago numerous results from measurements of
velocity fluctuations at a point using hot wires had been published.
The measurements were used to determine the intensity and spectra of the
velocity fluctuations and the magnitude of terms in the turbulent energy
balance equation. According to Perry and Abell (1975) the experimental
results from these and other studies of the fully developed flow in a
tube show considerable inconsistencies with differences in the reported
rms turbulence level as large as 25%. Perry and Abell (1975) attributed
the differences to a number of factors primarily associated with ill-
conditioned hot wire-anemometer calibration methods and inaccurate
knowledge of the hot wire filament position. Perry and Abell
made new measurements of the streamwise velocity fluctuations in fully
developed pipe flow. They used dynamically calibrated hot wire anemom-
eters and carefully observed the actual position of the heated hot wire
filament. Their new measurements were accurate enough to reveal the
scaling laws for streamwise velocity fluctuations.

It is well known that in the wall region the mean velocity depends
upon, y, the distance from the wall and scales with the friction ve-
locity, uT, where u, = /Tw/p . The distance from the wall scales with
the viscous leigth, v/uT, so that the scaling law for mean velocity in
the wall reaion is

U/u = f(yu /0 (1)
T T

In the outer or wake region the mean velocity defect, U, - u,
scales with uT and the length scale is the pipe radius, R. The scaling
law is

(U - U)/u = g(y/6) (2)

The measurements of Perry and Abell (1975) showed for the first
time the same scaling for the streamwise velocity fluctuations.
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Figure 1 RMS Longitudinal turbulent velocity outer flow scaling:
from Perry and Abell (1975)

In Fig. 1 are shown their measured rms velocity fluctuations scaled with
outer flow variables. The inset in Fig. 1 shows that for y/R < 0.1 the
data do not scale with outer variables. In this region close to the
wall the data scale with the wall variables. Perry and Abell (1975)
plotted the data as shown in Fig. 2. The consequence of the two plots
is that a region of constant &"/u- appears for y/R < 0.1 and yuT/v > 100.
This is the region of overlap between the law of the wall and the outer
variable scaling. In this overlap region the rms velocity fluctuations,

should scale with either inner (wall) or outer (wake) variables.

Figure 3 from Perry and Abell (1975) is a plot of the quantity T
versus frequency, w, in the region of overlap where U'/u. is constant.
In Fig. 3 the quantity

? W . (3)

t is the power spectrum given by

D(Wxi,x29x3) dw (u'lu) 2  (4)

0
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Figure 2 RMS Longitudinal turbulent velocity inner scaling symbols
as for figure 1: from Perry and Abell (1975)

The data of Fig. 3 at 4 different Reynolds numbers and at various values
of y/R show that in the region of overlapy/R < O.1 and yu./v > 00,the
power spectra in the energy containing range scale with the character-
istic frequency U/y. Perry and Abell conjectured that in the region of
overlap a more precise universality of the power spectrum would occur
if wave number/phase-velocity concepts were used.*

The results of Perry and Abell (1975) for the complete scaling of
streamwise velocity fluctuations with wall and outer variables could not
be extended to the velocity components normal to the wall and transverse
to the wall. Their measurements with X hot wire-anemometers were not
sufficiently accurate to give results without errors of the order of ±5%.
It was possible to observe approximate scaling of the normal rms velocity
fluctuations, v', with outer variables. Perry and Abell concluded that
scaling of ', with outer variables was plausible. The errors in the
measurements which prevented the verification of the scaling with inner
variables is caused by the sensitivity of transverse velocity measure-
ments to slight probe misalignment and/or bowing of the heated hot wire
filaments. If bowing occurs and cannot be observed Perry and Abell are
of the opinion that dynamic calibration of the probe is no more reliable
than conventional static calibration methods.

The above results are very significant because they are the first
measurements known to this author showing consistent scaling laws for
any of the fluctuating turbulent flow variables. The mean flow velocity
scaling, which is produced by the turbulent mixing caused by fluctuating
velocities has been known for a long time. It is certain that the
fluctuating flow must therefore obey similar scaling laws but the accu-
rate measurement of fluctuating quantities is much more difficult than
measurement of mean quantities.
*See their latest paper, Perry and Abell (1977), for further information.
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The measurement of fluctuating quantities in turbulent boundary
layers is more difficult than measurements in fully developed pipe flow.
In boundary layers one must contend with the effects of free stream
disturbances, spanwise flow nonuniformity and variations in the mode
(natural or tripping) of the transition to turbulence, in addition to
the difficult instrumentation and calibration problems addressed by
Perry and Abell. The hot wire anemometer measurements to be discussed
in the remainder of this paper were not made with the dynamic calibra-
tion methods that Perry and Abell have shown are necessary for accurate
results. Consequently, only general conclusions involving relatively
large changes in measured quantities will be reliable. Differences be-
tween turbulence measurements of less than 25% obtained with different
sensors or in different experimental environments, see Perry and Abell's
(1975) discussion, may be caused by effects unknown to or beyond the
control of the investigator.

II. SPACE-TIME CORRELATION MEASUREMENTS

The first two point, space-time correlation measurements in turbu-
lent flows were made by Favre. A summary of the measurements is
reported in Favre, Gaviglio and Dumas (1957) and (1958). The flow sen-
sors used in the measurements were single hot wires sensitive to
streamwise velocity fluctuations. Assuming that the velocity fluctua-
tions are statistically stationary in time, the correlation coefficient

R(x',',T) = U(X',t) U(x,t + T) L 2 t + T

is a function only of the time delay, T, between the two velocity sig-
nals. In boundary layers the flow field is very nearly statistically
homogeneous in planes parallel to the wall. The correlation coefficient
is then a function of the distance of one wire from the wall and of the
separation vector between the two wires.

R( ',4, T) = R(yl, -X, T) (6)

The measurements of Favre et al. (1957), (1958), were an important
advance because they gave evidence for the evolution and structure of
the turbulent velocity field. In general their results showed that the
large scale streamwise velocity fluctuations are convected with the
local mean speed. They concluded that Taylor's hypothesis may be
applied to the larger scale features at distances from the wall greater
than 3% of the boundary layer thickness. Favre et al. also measured
the time delay required for the maximum correlation between two probes
at the same streamwise and spanwise station but at different distances
from the wall. Their measurements showed that the convected turbulent
structure was inclined to the wall. A positive time delay of the sig-
nal from the probe nearest the wall was required for a maximum of the
correlation coefficient. The time delay required for maximum corre-
lation was greater as the distance between the probes increased.

The three-dimensional nature of the turbulent structure was also
examined. Figures 4 and 5 from Favre et al. (1958) show two-point
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Figure 4 Space-time isocorrelation contours with optimum delay
6 = 22 mm, R6 27900 y'16 0.15: from Favre et a] (1958)

_ ,,,

2 TV

Figure 5 Same as figure 4 except y'16 =0.03: from Favre et al (1958)
isocorrelation contours in the boundary layer when one velocity sensor
is moved about relative to the other fixed sensor and the time delay is
that required for maximum correlation. Favre et a!. call this time de-
lay the optimum time delay. In Fig. 4 the fixed sensor is located at
yI/6 - 0.15 and in Fig. 5 it is very near the wall at y'18 = 0.3. The
isocorrelation surfaces are sausage like and are greatly elongated in
the streamwise direction and more inclined to the wall when the fixed
probe is near the wall. Figures 4 and 5 are, however, rather mislead-
ing because the optimum time delay varies a great deal and actually
changes sign when the probe farthest from the wall is moved from an
upstream to a downstream position.
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Recently, Blackwelder and Kovasznay (1972) have published results
using space-time correlation measurements that show more clearly the
actual average shape of the convected turbulent structure. Figure 6
is a plot of two-point space-time isocorrelation contours measured with
probes separated only by a variable distance normal to the wall. Since
the structure is convected a negative time delay is analogous to a down-
stream separation distance between the probes. The average shape of the
convected evolving turbulent structures is clearly evident. The
dashed line is the locus of greatest downstream extent of a given valueof the correlation coefficient and is located approximately along thetrajectory of eddies ejected from the wall region, see Kline et al.

T:-20 -1.5 -1.0 -0.5 0 0.5 1.0 L5

0.50

..

Figure 6 Space-time correlation map of u deep in the boundary layer.
Fixed probe at y/5 = 0.03 (y+=24): from Blackwelder and
Kovasznay (1972)

(1967). Note that Favre et al. (1951),(1958), obtained similar data but
did not plot it in this form.

Figure 7 shows the results of similar measurements of the space-
time correlation of velocity fluctuations normal to the wall also pub-
lished by Blackwelder and Kovasznay (1972). Note that in this case the

T,-0.5 0 0.5

0 51/ " 0 5. 
R * V Z 0

RVZ *0 0.1

0-
WALL

Figure 7 Space-time correlation map of v deep in the boundary layer.
Fixed probe at y/5 0.03 (y+=24): from Blackwelder and

Kovasznay (1972)
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reduced size of the isocorrelation contours in directions normal and
parallel to the wall. It appears that the spatial extent of coherent
vertical velocity fluctuations is much less than the scale of longi-
tudinal velocity fluctuations.

In both Figs. 6 and 7 the fixed probe is very near the wall at
y'/5 = 0.03. Blackwelder and Kovasznay (1972) point out that the corre-
lation patterns indicate that ejected bursts from the wall region must
effect the outer intermittent flow field since the correlation coeffi-
cient is still 0.1 at y'/ > 0.5 which is well within the intermittent
region.

These results obtained from space-time correlations are very inter-
esting and suggest that there is a relationship between the flow in the
wall region and the outer flow. It is very difficult to extract more
specific information from long time average correlation measurements.
In this regard Mollo-Christensen has pointed out that averages may hide
rather than reveal the physics of a process. He gave the following
absurd example to serve as an illustration, Mollo-Christensen (1971);

"Say that a blind man using a road bed sensor attempted
to find out what motor vehicles looked like. Happening to
use a road only traveled by airport limousines and motor-
cycles, he concludes that the average vehicle is a compact
car with 2.4 wheels. He might later attempt to construct a
theoretical model of the mechanics of such a vehicle, and may
attain fame for a tentative model that looks like a motor-
cycle with a sidecar whose wheel is only in contact with the
ground forty percent of the time."

In the boundary layer the concept of conditionally sampled and/or
averaged measurements of the flow field was used by Kovasznay et al.
(1970) in an attempt to remove some of the ambiguity introduced by long
time averages. Conditionally sampled measurements have been quite
successful in revealing new facts about the turbulent structure. How-
ever, in the interest of a brevity only a very few results of condition-
ally sampled measurements will be cited.

III. CONDITIONALLY SAMPLED MEASUREMENTS OF VELOCITY AND TEMPERATURE

There is not time to properly discuss the difficult problems associ-
ated with conditionally sampled measurements. These problems include
the detection of the desired phenomenon to be used for conditional samp-
ling and the removal of random spatial or temporal variation from
sampled sensor signals.

Conditionally sampled measurements were made by Chen (1975), under
Blackwelders direction, of the temperature contaminated flow field in a
boundary layer developed on a slightly heated wall. Chen employed an
array of hot wire sensors to detect the ejection of heated fluid from
the well region. Figure 8 is a reproduction from Chen's thesis of the
simultaneous temperature traces from an array of ten hot wire sensors
operated at very low heating current. The sensors were placed one
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Figure 8 Simultaneous temperature traces from ten wire rake. Horizon-
tal time span 18.7 S/U.: from Chen (1975)

above the other across the boundary layer. There are, on occasion, simi-
lar and clearly identifiable changes in temperature on each temperature
trace in Fig. 8. One such temperature change is identified by the arrows
in the middle of the figure. These identifiable temperature changes
indicate the occurrence of "internal fronts" of ejected parcels of
slightly heated fluid from the region near the wall out to the intermit-
tent region. Chen (1975) studied this phenomenon in great detail and
made conditionally averaged measurements of the u and v velocity fluctu-
ations as well as the temperature fluctuations.

The conclusion that he reached was that the internal fronts display
a strong spatial coherence and exist at all locations across the boundary
layer. The velocity measurements associated with the internal fronts
revealed that downstream of the front heated fluid with a streamwise
momentum defect was moving upward. Upstream of the front colder fluid
with a streamwise momentum excess was moving downward towards the wall.
Figure 9 is a composite picture of the velocity field associated with
the internal front. Far from the wall the internal front was associated
with the back of a turbulent bulge in the intermittent region, see
Kovasznay et al. (1970). Near the wall the internal front was associated
with the "bursting phenomenon," see Willmarth (1975) or Blackwelder and
Kaplan (1976), which is responsible for a large fraction of the Reynolds
stress in the wall region.
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Figure 9 Composite Picture of the Velocity Field Associated with

the Internal Front. Each Velocity Component is Normalized
with its Local Fluctuation Level: from Chen (1975)

IV. SPACE-TIME CORRELATION MEASUREMENTS OF PRESSURE, VELOCITY & VORTICITY

Let us now return to correlation measurements of other flow variables.
In 1954 I began work,under Hans Liepmann's directionon measurements of
pressure fluctuations in turbulent boundary layers. The work was ini-
tially oriented towards the study of aerodynamic sound generated by
turbulent boundary layers. The radiated sound is small at subsonic Mach
numbers. In practical problems the turbulent pressure fluctuations at
the wall produce a motion of the wall which then radiates sound. At
Liepmann's suggestion, space-time correlation measurements of the wall
pressure fluctuations were made using a recently developed space-time
correlator, Skinner (1956). Convection of the wall pressure fluctuations
was discovered using two transducers; one downstream of the other. The
research was continued at The University of Michigan in a thick turbulent
boundary layer, Willmarth and Wooldridge (1962). Figure 10 shows a sum-
mary of the results of these space-time correlation measurements which
were made with the aid of a tape recorder with variable playback head
spacing to provide time delay. The convection of the wall pressure fluc-
tuations is revealed by the occurrence of a ridge of positive Rpp(x,T)
above the x,r plane. Here,

Rpp(X,r) = P(XlO,o,t) p(x1 + x,o,o,t+T)/ L 2(XlOo,t)p2(x + xoot + T)

(7)
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Figure 10 Longitudinal space-time correlation of the wall pressure:

from Willmarth and Wooldridge (1962)

is the wall pressure correlation coefficient. In Eq. (7) the downstream

growth of the boundary layer has been ignored. Thus, Rpp is a function
of x and ? only because the wall pressure is assumed to be statistically
homogeneous in space (the plane of the wall) and stationary in time. The
slope of the trajectory of the ridge of positive R in the x,T plane is in
some sense indicative of the convection speed of RE turbulent eddies
which produce the wall pressure fluctuations. The trajectory is somewhat
curved in such a way that the slope is greater as x or T increases.
This indicates that when x and T are large Rpp is small and only the
larger longer lasting eddies are still correlated, along the ridge, and
move at higher convection speeds. The convection speed is higher for
the large eddies because they extend to a greater distance from the wall
where the mean speed is higher.

After the space-time-correlation measurements of the wall pressure
had been obtained we set out to determine more about the wall pressure
field and the velocity field associated with the wall pressure fluctua-
tions, see Willmarth and Wooldridge (1963). It was found that the span-
wise extent of the instantaneous wall pressure correlation, measured in
a reference frame moving at the convection speed, was somewhat greater
than the streamwise extent of the same correlation. Measurements were
made of the space-time correlation between the wall pressure and the
three orthogonal velocity components u, v and w. The velocity compo-
nents were measured with an "X" hot wire probe that could be moved about
in the boundary layer. A strong convection of the space-time correla-
tion between the wall pressure and any of the three velocity components
was measured. Figures 11 and 12 show the result of correlation measure-
ments Rpu and Rpv. Here the typical correlation coefficient between
wall pressure and a velocity component (u for example) is defined as,
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Figure 11 Measured values of the space-time correlation of fluctuating
longitudinal velocity with fluctuating wall pressure: from
Willmartht and Wooldridge (1963)
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Figure 12 Measured values of the space-time correlation of fluctuating
normal velocity with fluctuating wall pressure: from
Willmarth and Wooldridge (1963)
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In Figs. 11 and 12 one should note that the correlations measured with
the hot wire probe in a streamwise plane normal to the wall and contain-
ing the pressure transducer indicate a strong convection effect. The
short vertical bars on the second, third and fourth abscissa indicate
the zero time delay location. It should also be noted that the correla-
tions Rpu and Rpv are antisymmetric about the location of the velocity
disturbance correlated with the wall pressure disturbance. The assym-
etry is quite remarkable and led us to propose a crude model for the
pressure-velocity correlation in which a two-dimensional vortex moves
past a wall-pressure transducer and a hot wire above the wall. A corre-
lation coefficient was then defined as in Eq. (8) (with u replaced by v)
and with an arbitrary displacement x of the hot wire probe (measuring v)
with respect to the pressure probe. F.W. Roos (unpublished) computed
the correlation by integrating the contributions of the wall pressure
and v to the correlation during passage of the vortex (with solid-body

core) past the hot wire and wall-pressure transducer, holding x = constant.
The result of the computation is shown in Fig. 13 along with an actual
measurement of Rpv from Willmarth and Wooldridge (1963). This crude

SOLIO RODY
VORTEX CORE

K'
I

JX,

plx) ,

X

Figure 13 Qualitative model of the correlation Rpv computed by F.W.
Roos and comoared with a measurement by Willmarth and
Woodridqe (1963): model;- measurement: from
Willmarth (1975)

two-dimensional model produces correlations which are qualitatively com-
parable to the actual measurements.

We, Willmarth and Wooldridge (1963), also devised a scheme called
the "vector field of correlations" in which the asymmetry of the Rpu and
Rpv correlations leads to an interesting two-dimensional pattern snown in
Fig. 14. In Fig. 14 one may visualize the average velocity field as a
summation over an ensemble of flow disturbances. The direction of the
average flow disturbance has been chosen assuming that a negative pres-
sure perturbation is produced on the wall. One should note that this
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,1

Figure 14 Vector field of correlation. Magnitude of the vector at any
point is /(R 2 + R- ). Direction of the vector at any point

Pu PV
as measured from the positive xi axis is given by tan.-!
R
Rpv : from Willmarth and Woodridge (1963)
Rpu

average flow disturbance is opposite to that associated with the internal
fronts of heated air moving upward that were measured by Chen (1975), see
Fig. 9. The relationship between flow disturbances rezponsible for ejec-
tions of fluid from the wall region and the flow disturbances associated
with the wall pressure is not yet understood.

Willmarth and Wooldridge (1963) also considered the spanwise extent of
the velocity field that is correlated with the wall pressure perturba-
tions. It was found that far from the wall the surfaces of constant
correlation of the wall pressure and the streamwise, u, or the normal
velocity, v, fluctuations were elongated in the stream direction and
roughly circular in planes normal to the wall and stream. However, when
the hot wire probe was very near the wall the lines of constant correla-
tion of Rpv at zero time delay became oblique to the stream in planes
parallel to the wall. Figure 15 is an example showing the obliquity of
the field of normal velocity perturbations which are correlated with the
wall pressure perturbations. There is clearly a predominant obliquity
of the vertical velocity field near the wall.

In an attempt to learn more about the oblique velocity field ,ear
the wall an extensive series of space-time correlation measurements was
undertaken by Tu and Willmarth (1966). The measurements of the correla-
tion between the wall pressure and the spanwise, w, velocity fluctuations
were especially interesting. Figure 16 is a summary of these measure-
ments. It can be inferred from these results that an oblique disturbance
inclined to both the wall and the stream direction is associated with the
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Figure 15 Correlation contours of Rpv in the x- x 3 plane. Correla-
tion normalized on the value of the velocity fluctuation
at x2/6* = 0.51. Origin of coordinate system at pressure
transducer: from Willmarth and Wooldridge (1963)
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wall pressure fluctuations. 
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In order to investigate this flow field two probes each consisting
of an array of four hot wires to measure streamwise vorticity were con-
structed by Bo Jang Tu, see Willmarth (1975), according to a scheme de-
vised by Kovasznay (1954). The probes were placed side by side and as
close together and as near the wall as possible. Space-time correlation
measurements of the two probe signals were made but the correlation coef-
ficient near the wall was zero for all time delays. This result indi-
cates that the probes were too large to allow them to be placed close
enough to measure the correlation produced by the streamwise vorticity
near the wall. The vorticity probe dimensions were of the order of 150
viscous lengths (150 v/uT). This means that the spacing between theprobes was greater than 150 '/u, and that the centers of the probes were
more than 75 V/UT from the wall.

Wyngaard (1969) has analyzed the spatial resolution of a streamwise
vorticity probe exposed to isotropic turbulence. The analysis showed
that the measurement errors are considerable unless the probe dimensions
are of the order of the smallest turbulent scales (the Kohlmogorov micro-
scale for isotropic turbulence). In the turbulent flow near the wall
the smallest length scale in the newly generated turbulence must be of
the order of the viscous length scale. The vorticity probe is much too
large and is furthermore not within the sublayer. It is known, Kline
et al. (1967), that the streaky, sublayer structure has a spanwise length
scale of 100 viscous lengths. The vorticity probe could not resolve the
streamwise vorticity presumably associated with the streaks.

-Despite the poor spatial resolution a significant correlation be-
tween wall shear stress and streamwise vorticity was measured. Figure 17
shows the results of measurements of the instantaneous correlation, R,
between the streamwise velocity very near the wall at the edge of the
sublayer and the streamwise vorticity at an oblique angle downstream and
slightly above and to the side of the point where the velocity was measured.

R - .095

' xnote- R,/. -I/1T 1 .159 for two
" / independent (uncorrelated)

goussian random vaiables.

-O.Z08/ -wQ130
2// " /

, ×//

* 0,0004,0) 3 .150 --a 16 7

(ix.

Figure 17 Contributions to Correlation Between Streamwise Vorticity
and Velocity in the Sublayer from Four Quadrants in the
uwx Plane U. = 204 ft./sec.: from Willmarth (1975)
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The correlation, R, is defined as

R -x u 2 u c2 (9)x x

The velocity, u, very near the wall is proportional to the wall shear
stress so that the correlation between the vorticity and velocity in
Fig. 17 indicates a relationship between the flow structure and wall
shear stress. At the position of the vorticity probe relative to the
hot wire location near the wall the magnitude of the correlation between,
u, and co was a maximum. This indicates that oblique streamwise vortic-
ity is associated with Reynolds stress which in turn is the cause of the
wall shear stress. It is of interest to examine the most important con-
tributions to the negative value of the correlation, R = - 0.095. If one
selectively removes either the positive or the negative portions of both
the u andwx signals one can determine the correlation in each quadrant
of the u,wx plane. In Fig. 17 the result of the quadrant correlation
measurements of R are displayed. It was found that the majority of con-
tributions to the total correlation, R = - 0.095, occur in the second
quadrant where u is negative and C is positive.

x
Other results of the correlation measurements reported by Tu and

Willmarth (1966) included measurements of the correlation between various
velocity components measured at different points in the flow. As one
example we found that the instantaneous correlation between vertical
velocity components measured at two side by side points was positive far
from the wall but became negative when the two probes were positioned
very close to the wall. Figure 18 displays these results.

R,

0.6

x 0 2  3

(a) P .014 L 2 0 = . 35

-10 5 
"

20 1 10 20

14 0 IF

,nl 16 -0:0 0
0 o035l

x 
2  064 

3  -0

Figure 18 Measured values of the space-time correlation of v-v at
various distances from the wall: from Tu and Willmarth (1966)
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V. MODEL FOR TURBULENT STRUCTURE DURING BURSTING

Tu andWillmarth (1966) studied correlations between spanwise and nor-
mal velocity fluctuations at different points near the wall. From these
measurements a model for the average structure of the flow fluctuations
near the wall was devised. The model is consistent with the gross fea-
tures of the flow but it was not intended to be accurate enough to pro-
vide quantitative information. Figure 19 is a sketch of the flow model
which consists of hairpin shaped vortices produced by the lifting and
stretching of initially spanwise vorticity. In this model a predominant

A2

Vortex ine
- aver.:, mode,

Pressure - ,.

measured at 3

eViur.- 0re

* 
/

, r01 P

Figure 19 Structure of a random vortex line near the wall and the
4 explanation of measurements of contours of constant Rpw at

different x2-x3 planes: from Tu and Willmarth (1966)

feature is the occurrence of a pair of oblique vortices of opposite sign.
We have proposed, Willmarth (1975), that if such closely spaced pairs of
vortices occur there will be a strong mutual induction which will cause
the vortices to move rapidly outward. The effect is shown schematically
in Fig. 20.

If the vortices are very near the wall they will tend to move together
P as a result of the induction of the "image" vorticity beneath the wall.

When the vortices are close together the outward motion will become more
, rapid and violent. This is however a matter of speculation because the

occurrence of pairs of streamwise vorticies has not been experimentally
~verified.

There have been a number of other investigators who have proposed
models for the turbulent flow structure responsible for erruptions of
low speed fluid from the wall region which~as Lu and Willmarth (1973)
have shown, produce large contributions to the Reynolds stress. These
models all contain oblique vortices in one form or another. Theodorsen
(1952) was the first to propose that hairpin shaped vortices were impor-
tant. Other models were proposed by Bakewell and Lumley (1967), Kline
et al. (1967) and Townsend (1970). At present there is not enough
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WALL g -,

Figure 20 Sketch of vortex pair near the wall. Image of pair below
the wall. Dashed lines are trajectories of vortex centers:
from Willmarth (1975)

* accurate information available from experimental measurements to determine
the correct flow model.

VI. EVIDENCE FOR SMALL SCALE FLOW STRUCTURE NEAR THE WALL

To determine the important features of the flow during bursting so
that a flow model can be constructed one must somehow extract coherent
flow information from the random background turbulent flow. In addition,
it has only recently become apparent that a very significant component
of the flow structure near the wall is of extremely small scale and is
very difficult to measure. There are a number of existing results from
previous investigations that suggest that an energetic small scale turbu-
lent flow structure occurs very near the wall.

Evidence for the existence of small scale turbulence near the wall
has been obtained from pressure fluctuation measurements. Emmerling
et al. (1973) performed an experiment in which a section of the wall of
an acoustically quiet and vibration free wind tunnel was used as one of
the mirrors of a Michelson interferometer. The pressure fluctuations
within the boundary layer deflected the mirror surface, which was a thin
reflecting membrane that covered an array of closely spaced holes drilled
in the wall. Motion pictures of the fringe shift patterns on the membrane
were analyzed to obtain instantaneous patterns of the wall pressure fluc-
tuations. Figure 21 is an example of a sequence of four frames in which
an intense small scale increase in pressure is observed to form and move
downstream.
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i . ! , . (a) (c)

(b) '
(d)

Figure 21 Contours of instantaneous Pressure fluctuations. The darker
shading indicates large pressure changes. Positive fluctua-

~tions are outlined with solid lines and negative fluctua-
tions with dashed lines. Stream velocity is from left to

Sright, time increases from (a) to (d): first frame (a) time
= 17.57 msec, Wb time = 18 msec; (c) time = 19.14 msec;
Md time = 20.85 msec: from Emmerling'et al (1973)

The smallest scale of the pressure fluctuations observable in these
measurements was limited by the diameter (55 viscous lengths) of the holes
drilled in the wall. On some occasions large reversals in the pressure
fluctuations could be observed on the membrane surface over a single
hole (during pressure reversals the fringes became "S" shaped). This
indicates that the transverse scale of the pressure fluctuations is less
than half the membrane diameter.

Further evidence supporting the existence of intense small scale
pressure fluctuations was obtained from the results of measurements by
a number of investigators of wall pressure fluctuations using small
"pinhole" microphones. Figure 22 shows the results of these measurements
as summarized by Bull and Thomas (1976). Notice that for pinhole diam-
eters less than 100 viscous lengths there is a dramatic increase in the
root-mean-square wall pressure. Bull and Thomas (1976) have shown that
part of this increase is produced by the discontinuity in the surface
caused by the pinhole. The open symbols in Fig. 22 show that the
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Figure 22 Variation of measured rms pressure fluctuation with trans-

ducer size and type. Pinhole data:o Blake ;AEmmerling
solid diamond, present data. Flush-mounted capacitor
microphone data: -Emmerling. Flush-mounted-piezoelec-
tric data:,O-Lim ; 0 Willmarth and Roos ;ABull ;Oschloe-
mer ; present data: from Bull and Thomas (1976)

smaller, correct, values measured by very small flush transducers are of
the order of 50% higher than the value at d+ - 100. This indicates that
the smaller scale wall pressure fluctuations (with scales less than 100
viscous lengths) are of comparable intensity to those of larger scales.
(The addition of two uncorrelated random signals of equal strength will
result in an increase in the root-mean-square of their sum by a factor
of/ .)

Evidence for the existence of very small scale turbulent structure
near the wall was obtained by Corino and Brodkey (1969) in their visual
observations of the wall region. Figure 23 is a sketch based upon their
visual observations of the wall region using high speed movies of the
motion of small particles suspended in a liquid. The photographic field
of view was highly magnified. For this reason the depth of field was
small, of the order of 20 viscous lengths. On occasion, two layers of
fluid could be observed moving in different directions at the same loca-
tion within the field of view. This is direct evidence for highly sheared
turbulent motions near the wall. The scale of these motions must be less
than the depth of field, i.e. less than 20 viscous lengths.

VII. MEASUREMENTS WITH A SMALL HOT WIRE PROBE

The existence of small scale motions near the wall which appear to
be very energetic induced us to attempt to develop an extremely small hot
wire array. We have constructed an "X" hot wire array, for measurements
of the u and v velocities and the Reynolds stress, that has typical dimen-
sions (wire length and spacing) of 100u (approximately 2.5 viscous
lengths), see Willmarth and Bogar (1977). Figure 24 is a photograph of
the probe and Fig. 25 is a drawing of the probe showing it positioned near
the wall.
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Figure 23 Sketch of a cross-sectional view of the flow during bursting:
* (a) formation of low speed region near wall, (b) entrance

of large-scale disturbance, (c) ejection and two-layer velo-
city region: from Corrino and Brodkey ( 1969)
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Figure 24 Small X probe. Photographs of top and side view: from
Willmarth and Bogar (1977)

TOP VIEW

Figure 25 Small X probe. Drawing of sensitive region; top and side
view: from Willmarth and Bogar (1977)
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The X array was so small that it could not be made with a precisely
aligned and oriented arrangement of the hot wires. To compensate for the
lack of precision of the X array geometry a unique calibration scheme was
developed to interpret the two electrical signals produced by the hot wire
array. The method required that the X array be calibrated by exposure to
every possible flow velocity vector. This was accomolished by placing
the probe in a uniform flow and pitching it through a large angle, ; 75°,
while slowly varying the flow speed. The instantaneous flow speed, U,
pitch angle,G, and the two hot wire output signals, EL, and EU, were
digitized and stored with the aid of a digital computer. Figure 26 is a
sketch of the notation. From the stored calibration data a calibration
"table" was set up so that for every pair of hot wire voltages, EL, and
EU, there existed a unique pair of orthogonal velocity components, u, and
v, relative to the probe axis.

The calibrated probe was then placed in the boundary layer and the
two signals EL and EU were digitized and stored with the aid of the com-
puter. A computer proqram was then used to "look up" in the calibration
table the appropriate values of u and v for each of the voltage pairs EL
and EU. The result of this measurement procedure was that far from the
wall (y+> 400) the data for the root-mean-square values of the velocities
u and v and the value of the Reynolds stress, - uV, were in agreement with
classical measurements. However, nearer the wall the measured pairs of
EL and EU voltages would on occasion not correspond to any voltage pairs

P_ measured during calibration. As the probe was moved closer to the wall the
occurrence of voltage pairs for which calibration data had not been
obtained became more and more frequent.

-EU

AXIS

U"-E

Figure 26 Geometrical arrangement and symbol definitions for X probe:

from Willmarth and Bogar (1977)
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(b)

Figure 27 Photographs of EL and EU voltages during turbulence measure-
ments and calibrations displayed on screen of storage oscil-
loscope. (a) y+ = 670; (b) y+ = 65; (c) y+ = 3: from
Willmarth and Bogar (1977)

Figure 27 is a series of three photographs of storage oscilloscope
traces which were made to display this phenomenon. In each photo the tri-
angular region covered by curved traces represents the area covered by
the two hot wire signals EL vs EU during calibration of the probe. We
will refer to this region as the calibration grid. In Fig. 27a the trace
of the EL vs EU signals produced when the probe was a distance of y+ = 670
from the wall occupies an elliptically shaped region that is well within
the triangular calibration grid. However, in Fig. 27b and 27c, with the
X probe a distance of y+ = 65 and y+ = 3 from the wall, the EL vs EU
traces do not lie entirely within the calibration grid. In fact, in
Fig. 27c approximately 40% of the time the EL vs EU trace at y+ = 3 is
outside the calibration grid. When the EL vs EU trace is outside the
calibration grid the velocity pairs u and v are unknown. In other words
the calibration scheme is clearly invalid.
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We have carefully analyzed and examined the entire experimental pro-
cedure to determine why the EL, EU data does not always lie within the
calibration grid, see Willmarth and Bogar (1977). The conclusion that we
reached was that the flow in the region of the X probe hot wires was not
uniform. Figure 28 is a sketch of the situation. Note that a small
scale highly sheared region can cause vastly different cooling effects on
the two hot wires. It should be noted that even though the EL, EU signals
may lie within the calibration grid this does not guarantee that a highly
sheared region of flow is not present at the X wires.

EL

~~4M

Figure 28 Sketch of shear layer of small scale impinging upon small
X probe.

Data obtained with the X probe far from the wall, y"> 400, have
been reduced using the calibration data. The results agree with class-
ical measurements. Figure 29 is a plot of Reynolds stress versus distance
from the wall obtained in this way. Nearer the wall, y'< 400, in Fig. 29
when the EL, EU data pairs made an excursion outside the calibration grid

? ...... .

~z

:.2e

Figure 29 Profiles of Reynolds stress normalized with rms velocities
and wall shear stress. 0, Uiv/u, x, U/u'v'; ---- ,
data of Klebanoff ;----, data of Schubauer;. ., data of
Lu and Willmarth; , profile calculated from mean pro-
file: from Willmarth and Bogar (1977)
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we obtained the u and v velocity components by using the last u,v pair that
was within the calibration grid for every point outside the calibration grid
during the excursion. In this way incorrect data was obtained. This arbi-
trary procedure is not correct and the data within the calibration grid
is also incorrect when small scale highly sheared flow regions encounter
the X probe. Therefore, the data in Fig. 29 for y+< 400 cannot he used
and are not valid. There is no way to correct this data because it is not
known when the presence of a thin shear layer at the X probe causes non-
uniform flow at the point of measurement.

To summarize our results we conclude that the small X probe can be

used if the flow over the sensitive region of the probe is uniform. If the

flow is nonuniform and the nonuniformity of the flow is oriented in such a
way that the EL, EU signal pair is not within the calibration region then
the probe simply detects the presence of the nonuniform flow. However,
it is also possible that the flow is nonuniform over the sensitive region
of the probe and the nonuniformity is oriented in such a way that the EL,
EU signal pair falls within the calibration region. In this case one
cannot detect the presence of the nonuniform flow region. The u and v
velocities obtained from the calibration data are erroneous in this case
but there is no way to determine that the u,v data are incorrect.

We have also made measurements using the same calibration scheme with
a larger X array hot wire probe. We purchased a Thermosystems Inc. Model
1248T1.5 X array and calibrated it in a uniform flow as described above.
The wire length, 1, was 12 00/ (A = 30) and the spacing between the wires,
s, was 500^ (s = 12.5). When placed in the boundary layer near the wall,
the EL, EU traces were almost always on the grid. However, near the wall
with the center of the X array at a distance y = 800,A (y+= 20) from the
wall occasional excursions off the calibration grid were observed. At
y = 20, only 0.05% of the data pairs EL and EU were off the grid.
Furthermore, the excursions were smaller than those measured with the small
X array. Although the excursions of the grid were suppressed, the root-
mean-square values of the velocity components u and v determined from the
calibration grid were 15 to 20% higher than the classical values and the
Reynolds stress U was between 50% to 100% higher than the mean shear at
the wall for 20 <y-<600.

These results indicate that severe excursions from the calibration
grid were suppressed by the spatial averaging of the small scale struc-
ture along the length of the larger X array hot wires and by the greater
spacing between the wires. They also demonstrate that measurements with
conventional X wire arrays are inaccurate when small scale structure is
present. Serious measurement errors can occur even if there are no excur-
sions from the calibration grid. This is consistent with the results of
measurements of the wall pressure using small transducers, see the results
of Bull and Thomas (1976) in Fig. 22.

VIII. SUMMARY AND CONCLUSIONS

During the past two decades long time average correlation or space-
time correlation measurements using various sensors in the boundary layer
have been used to infer the existence of an orderly, coherent structure
embedded in the random turbulent flow field. In general correlation
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measurements give useful information particularly for an engineer who
desires to use the measured flow properties in the design of engineering
systems. However, for the purpose of gaining a better understanding of the
structure of turbulent flow it has been realized for some time that the
correlation measurements must be supplemented with other types of measure-
ment techniques. For examplevisual observations or measurements of the
flow field and/or selectively sampled measurements can and do provide
further information about the flow structure, see the survey papers of
Kovasznay (1970, 1972), Laufer (1972), Mollo-Christensen (1971), and
Willmarth (1975).

It should be emphasized that all the measurements of turbulent flow
structure are extremely difficult, time consuming and costly. The prob-
lem with visual methods is that one usually observes too much to allow
comprehension or data reduction in a useful form. Sensor measurements
can provide explicit information at a few isolated points (provided that
the probes do not disturb the flow). The problem with sensor measurements is
that one would like more information about the flow field associated with
quantitative measurements at a few isolated points.

Steps to provide this additional information are underway. Chen
(1975) used a number of sensors to find internal fronts of heated fluid
carried outward from the wall, see the discussion in Section III. Head
and Bandyopadhyay (1978) in this symposium as well as Falco (1975), who
developed the method using the same facility at an earlier datehave
reported combined flow visualization and sensor measurements which show
promise for solving the problem of identifying flow structures in turbu-
lence. In another recent development Favre and his colleagues have made

41k space-time correlation measurements with three probes, see Dumas et al.
(1973). They have also recently reported conditional correlation measure-
ments, Dumas et al. (1977). There is not space or time to describe these
new results and provide a coherent interpretation that would serve a useful
purpose in this keynote paper.

As a final contribution I wish to emphasize that sensor measurements
near the wall may be subject to serious errors caused by poor spatial
resolution. (This is in addition to the curious probe interference
anomalies to be described by Eckelmann (1978) in this symposium.) The
spatial resolution problem as described in Section VII appears to me to be
extremely difficult to solve. Most turbulent boundary layers of interest
in engineering have extremely thin viscous sublayers. For example the
boundary layer on an aircraft surface may be 10 cm thick at flight speeds
of 60 m/s. However, the sublayer is of the order of 50, thick. We have
demonstrated, see Section VII, that the turbulent structure is of this
scale or less near the wall. In this case, a relatively high Reynolds
number flow, the viscous length scale is V/u.,= 8.3A. !n the wall region
proper resolution of the turbulent fluctuations of this scale will be neces-
sary if the flow structure is to be measured. The small scale flow near
the wall is very energetic relative to the local mean speed, see Section
VI and VII. It will thus be necessary to properly measure the flow vari-
ables at scales comparable to the viscous length.
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One may try to do this by increasing the viscous length scale, /uy
either by reducing,u, by lowering the free stream speed or by increasing,
V, as Eckelmann (1974) has done in his oil channel measurements. Both
these methods reduce the Reynolds number of the flow and make the wall
region very thick compared to the boundary layer thickness. This means
there is very little outer wake region in such low Reynolds number bound-
ary layers. There is no guarantee that the flow structure in the wall
region will remain the same at higher Reynolds numbers. Certainly the flow
variables near the wall will still scale with wll variables v and u,,.
but the boundary conditions on the wall region imposed by the wake region
will surely be a function of Reynolds number of the outer flow.

We suggest the better sensors and/or measurement methods for small
scale turbulent flow fields must be developed. When the small scale turbu-
lent field near the wall can be measured we should then be able to better
understand the mechanism of drag reduction using additives. It is also
possible that knowledge of the turbulent structure will lead to better
prediction measurements for turbulent flows.
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DISCUSSION

Landahl:

I wonder a little bit about the interpretation of the long
time averages. Couldn't it be that what one sees are really thin
inclined shear layers that at one time face this way and the
other time face that way -- and when you superimpose them you
do get something that looks like an eddy?

Willmarth:

I don't believe so, because if you examine the flow visual-
ization studies such as Bob Brodky's movies or the video tapes
we saw this morning in Chuck Smith's presentation, you see these
unidentified flying objects. We were watching his background
bubbles, but every once in a while there would be a particle
move quickly across the flow. I don't see how a shear layer
could cause that. I can see how a couple of vortices could pro-
duce a small scale pressure fluctuation and resulting in an in-
duced flow that would carry those things across the boundary
layer.

Landahl:

It's not a question of vortex causing the flow. The vortex
is a description of the flow. If you have velocities which are
different in neighboring regions, that's vorticity.

Willmarth:

If I still smoked I could make a smoke ring and you would
see it move across the room.

Landahl:

Yes, because you puff it away.

Kovasznay:

I will pose a question to Bill, as the Chairman's perrogative.
Did you ever place two vorticity meters side-by-side and measure
the transverse z-y correlation of the longitudinal vorticity
and examine whether you obtain a negative peak showing a coherent
pair of vortices?

Willmarth:

The only measurement I did was a correlation of the two y-
component (v) velocities with Tu. I put the v-probes very close
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Willmarth: (Cont'd)

together and as we approached very close to the wall, there was
an opposite sign to the v-velocity. We also tried correlation
and we got nothing. I believe this was because the vorticity
probes were too large for the scale of our experiment.

Hussain:

If you look at the flow visualization near the wall and
Emmerlings data, do you feel they're consistent? In other
words, the Emmerling data suggests extremely small structures in-
dependent of the flow direction. Whereas, the sublayer struc-
ture definitely show elongated streak structure. Are they of the
same scale to start with?

Willmarth:

Well, if you look at a lot of Emmerling's data you can
often see footprints, pressure fluctuation patterns, that are
actually a little longer spanwise than streamwise.

Hussain:

Yes, if at all. It's just in contradiction with the sub-
layer structure.

Kovasznay:

I would like to make a comment here. The longitudinal streaks,
observed are really streak lines and therefore they can be accumu-
lated in time. There is no evidence that there is correlation with
something in the lengthwise direction. So I don't find sufficient
evidence what there is really a correlation between two points
separated in the streamwise direction, even when you actually see
streaks.

Hussain:

Would that be then at least consistent with the watermelon
structure of Kovasznay, et al?

Kovasznay:

The watermelon structure does not reach into low enough y
We were not so curious about the underside of the elephant.

Wallace:

I'd like to describe an experiment that I worked on this
summer with Bob Brodky and Bill Willmarth, which I think speaks
to the present question. Consider a model with alternate
counter-rotating vortices in an idealized sense, which lie on
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Wallace: (Cont'd)

the wall and rotate in such a way that they cause flow to move
alternately up from the wall and down toward the wall. We placed
two Kovasznay-type vorticity meters in the flow and identified
regions where the velocity was low. We checked what the vorticity
and the velocity were for the second probe eparated in the z
direction. If we set a z-separation of 25z dimensions, which is
a quarter of the low speed streak spacing, we found the velocity
was low with a strong axial vorticity of positive sign. If, how-
ever, we set our probe 25z units to the other side of the main
probe, we obtained a very strong axial vorticity of negative
sign. If we located the second probe 50 of these units laterally,
we found the vorticity was virtually zero when the velocity was
low.

Smith:

I want to make several comments.. .First, regarding what
Jim Wallace just described. In our flow visualization studies,
we find a consistency with the axial vortex model that Wallace
just showed. When counter-rotating vortices are visualized,
there is a spacing of about 25z between the vortices. Secondly,
regarding Emmerling's measurements. In the video tape I showed
this morning, the ejections which occurred near the wall move
at essentially the same convected speed as Emmerling's small
scale disturbances, on the order of .3U to .4U . And I feel
that these small scale eiections I obse0'ved ir. oain view are

the same phenomena that Bob Falco has observed as pocket flow
modules, and which I called instabilities. Falco's pocket flow
modules move at the same convection velocities and most probably
accelerate as they move outward. On the other hand, the con-
vection velocity of the larger-scale structure which we observe,
appears consistent with the velocity of Emmerling's large scale
pressure fluctuations, on the order of .8U to .9U . It would
appear that there may be pressure effects on a surface resulting
from both the large scale structure and the small scale struc-
ture. I believe that what is causing the small scale pressure
fluctuations is the leading edge of a small loop-type vortex
structure which we observe in our visualizations as small
clear regions near the surface.

Kovasznay:

I want to make another comment on the channel experiment.
think this is going back to the Emmerling measurement, and is
in answer to Hussain's question. A longitudinal vortex struc-
ture moving along the stream line would not produce pressure
fluctuations of the first order.
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Abbott:

Let me just explain what those unidentified flying objects
were in Chuck Smith's video tape. Bubbles tend to collect on the
side of the probe holder which supports the bubble wire and when
they grow to a large enough size, they release and rise rapidly
to the surface. They have nothing to do with the structure.

Willmarth:

Are they way out of the flow field?

Abbott:

Way out of the flow field. They are spurious, they tend to
collect just at the very ends of the probe supports.

Willmarth:

They weren't carried up by the turbulence?

Abbott:

No.

Kline:

We have always had trouble with spurious bubbles. It's
very hard not to have some bubbles at the end of your probe
due to electrolysis. The comment I really wanted to make was in
regard to what Les Kovasznay said about the accumulation of a
streak line. It's true that if you put dye marking in you get an
accumulation of a streak line. On the other hand, if you go to
the combined time-streak marker technique, you have full streak
marking and time marking. And thus you can get relatively
accurate velocity profiles. And from those, you do get the low
speed and high speed streaks. I think that is quite unequivocal.
This as been done again and again, and you see very clearly be-
low y = 10 both low speed and high speed streaks. I think Hussain's
question about the relation to the pressure correlations has to be
viewed as the relation between pressure correlations and velocity
correlations, and that we really haven't measured. Also, I agree
with what Chuck Smith just said -- the balck holes, or gopher
pockets -- or whatever they are -- which burrow in, also show
in our old pictures and they're the things which seem to terminate
a long streak. They're not the same structure and if that's true,
they could be shorter and there wouldn't be any contradiction then
between what Emmerling is measuring and the streak structure.
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Willmarth:

I just wanted to say that what Doug Abbott said about those
flying objects is that that is what Bob (Brodkey) saw in his
field of view. The bubbles moved outward quite rapidly compared
to the flow. That doesn't mean those things Brodkey observed
weren't happening. They were, but the bubble behavior I spec-
ulated on was apparently a different phenomena.
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ON THE POSSIBLE RELATIONSHIP BETWEEN THE TRANSITION PROCESS AND

THE LARGE COHERENT STRUCTURES IN TURBULENT BOUNDARY LAYERS

I. Wygnanski

School of Engineering

Tel-Aviv University

Ramat Aviv, Israel

ABSTRACT

A transitional spot, being artificially evoked in a laminar boundary
layer, is shown to be related to the large scale motion in a turbulent
boundary layer. The evoked spot has a universal structure which remains
coherent in a turbulent boundary layer over extremely large distances.
The interaction between adjacent spots in tandem has been studied and it
appears that some important features of the turbulent boundary layer may
be simulated this way. A possible regeneration mechanism of the transi-
tional spot was identified, reinforcing the notion that a transitional
spot is an orderly structure which may be considered as the basic module
in the turbulent boundary layer.

1. INTRODUCTION

There is an abundance of evidence for the existence of coherent
structures in turbulent shear flows. Although some characteristic be-
haviour of these structures was observed, the information available to
date is mostly of a descriptive nature. Because a number of survey ar-
ticles on the subject can be found in the literature (Laufer 1975,
Willmar th 1975, Willmarth and Bogar 1977), the purpose of this paper is
to outline an approach taken by one group of researchers (see acknowledge-
ment) towards obtaining a quantitative description of the coherent struc-
tures, rather than present another review article.

There are many ambiguities in defining the signal used to identify
a large eddy and determining its transport properties. Some difficulty
is attributed to the fact that the large coherent structures do not
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appear at a given location at regular intervals, nor do they look exactly
alike whenever they are observed. Furthermore, these structures are im-
bedded in an environment containing a wide spectrum of finer scales.
Consequently, we cannot define a signature of such an eddy without a
priori knowledge of its shape and the location of its origin. Another
difficulty stems from the fact that the large eddy occupies a volume of
fluid at any instant in time while most of our measuring devices provide
information at a point. For this reason major contributions towards the
recognition of coherent structures were made by visual methods. Black-
welder and Kaplan (1972) were probably the first ones who used an array
of sensors giving instantaneous information across the entire boundary
layer; however, even this information is insufficient to describe the en-
tire event quantitatively.

A possible solution of the dilenma could be provided by pulsing the
flow at a point in a way which will evoke the generation of a large co-
herent structure, and watching the development of the evoked eddy. In
this way one obtains both a time reference and a mean trajectory along
which the structure travels. Moreover, because the event is repeatable,
the smaller scales which are superimposed on it randomly can be aver-
aged out. The difficulty of this approach, in comparison to the conven-
tional "chasing" of the large eddy, is transferred from the detection
of the structure to its production.

The onset of turbulence in a boundary layer does not occur along a
continuous front but rather at isolated spots which grow - as they pass
downstream,eventually coalescing with one another to form a fully de-
veloped turbulent boundary layer (Emmons, 1951). The spots occur ran-
domly in time and space but they are easily initiated (at sufficiently
large Reynolds number) by roughness elements, surface imperfections or
any other disturbances.

Sometimes a continuous stream of rapidly growing turbulence spots,
occurring near a small protuberance, merge to form a wedge cf turbulent
flow. Such wedges were observed many a time and almost invariably their
apex angle was 200 corresponding also to the growth angle of the indi-
vidual spot (Schubauer and Klebanoff, 1955). It is thus believed that
the spot is not only a universal structure in a boundary layer under-
going transition, but also a basic module in the fully turbulent boun-
dary layer. Moreover, because of its large size, it could be related
in some way to the large coherent structure.

On this assumption we addressed ourselves to the following tasks:

1. To determine the universality of the transitional boundary
layer spot and some of its properties.

2. To let an evoked spot"disappear" in a turbulent boundary
layer and try to recover it from the background turbulence,
thus determining the distance over which it survives in a
turbulent boundary layer.
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3. To explore the mechanism by which neighbouring spots interact,
in order to simulate the entrainment process into a turbulent
boundary layer, and study the interactions that occur among
neighbouring structures.

4. To explore the existence of a possible regeneration process of
the spot.

2. ON THE TRANSITIONAL SPOT

Electrical discharge initiated the transitional spots in a Blasius
U=6*

boundary layer at Re = > 500. (6* being the displacement thick-

ness and U. is the velocity of the free stream). The spots grew in all
directions as they were swept downstream, but they attained a universal
self-similar shape approximately two feet downstream of the disturbance
(for U00 = 10 m/s).

A typical spot has an arrowhead shape in a plan view, and a blunt
triangular shape in an elevation view (Fig. 1). It is, however, a
rather flat structure which cannot be represented graphically without
the vertical dimension being stretched. Once the spot is developed its
trailing interface (the interface between the turbulent and non-turbulent
fluid) moves at a constant speed UTE = 0.5 U., while the velocity of
the leading interface is only constant across the boundary layer, but
varies in the spanwise direction. On the plane of symmetry ULE = 0.9 U00.

14 .506F 'LA~
0.10.r 20, 0

,< ;' \ NO

"7, . __ __ __ __ __,__ __ _

Figure 04 0.7

Figure 1. The shape of a typical Figure 2. Contours of educed ve-
spot: a) contour map at various locity difference of a transitio-
relative elevations. b) Elevation nal spot in a laminar boundary
view at various spanwise locations layer ( numbers represent % U").

Vertical scale is the distance
from the wall.
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The spot grows in the direction of streaming by virtue of the difference
between the convection velocities of both interfaces. The total wedge
angle representing the growth of the spot in the spanwisc direction is
200, irrespective of the location of the disturbance and the free stream
velocity as long as the Re at the disturbance is large. The height of
the spot follows approximately the height of a hypothetical boundary
layer, originating at the disturbance with an initial thickness of the
laminar boundary layer at that location. It is difficult to say whether
the spot grows linearly with xs (xs is the distance from the disturbance)
or as xs 4/5, as may be implied from the growth of the turbulent boun-
dary layer.

It was important to ascertain that the shape of the evoked spot
depends on the laminar boundary layer and not on the disturbance which
generated it. For this purpose both the geometry and the intensity of
the disturbances were changed, but the resulting spot remained invariant.
Furthermore, the shape of the spot measured in a wind tunnel agreed
quite well with the shape of the spot measured by Coles and Barker (1975),
in a water tunnel in spite of the different methods by which the spot
boundaries were detected.

The flow-field associated with an isolated transitional spot was
also measured because it is part of the flow field, rather than the in-
terface, which could possibly remain identifiable in a fully turbulent
flow. In fig. 2, contours of streamwise velocity perturbation relative
to the laminar boundary layer are plotted against time and distance
from the wall. The contours representing excess of velocity relative
to the mean are shown as solid lines, while the contours showing a de-
fect are marked by dashed lines. The borders of the spot, determined
by detecting the interface are marked as dots. The spot may thus be
represented by a closed loop of velocity defect extendi-I outwards from
y/6L = 0.3 (6L bqing the laminar boundary layer thickness) riding above
contours representing excess velocity which trail over a long distance
behind the spot.

3. THE PERSEVERANCE OF THE TRANSITIONAL SPOT IN A TURBULENT

BOUNDARY LAYER

For the purpose of this experiment the boundary layer was tripped
by a row of spheres 1.5 mm in diameter 280 mm downstream of the leading
edge (fig. 3). The Reynolds number based on the displacement thickness
for the laminar boundary layer at this location and velocity was :
Re * = 500. Each sphere generated in its wake a wedge of turbulent
flow, thus the spacing between the spheres determined the streamwise
coordinate at which the boundary layer became completely turbulent. A
spark source located 300 mm from the leading edge on the centerline of
the plate evoked a transitional spot which merged into the turbulent
layer. In a later version of the experiment (carried out at the Uni-
versity of Southern California), the spheres were moved upstream (to
150 mm from the leading edge) and an additional sand paper trip was
added.
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UU..0

Figure 3. Plan view of the experimental con-
figuration showing the location of the spark
the tripping-spheres and contours of inter-
mittency factor indicating the extent of tur-
bulent flow.

The spark-signal triggered a clock which was used as a basic time
reference. An acquisition program was activated by this trigger, and
a time delay was programmed to allow the spot signature to reach the
center of the data window. After this delay a velocity record covering
a predetermined time-span was taken and stored on a digital tape. A
typical experiment contained up to 1000 events. The data was ensemble-
averaged for a fixed time reference relative to the spark and the edu-
cible average was written on a disc file. Subsequent processing invol-
ved a pattern recognition scheme whereupon the educed average, being re-
garded as zero iteration, was used as a pattern with which the indivi-
dual realizations were cross-correlated. (Zilberman, Wygnanski and
Kaplan 1977 - henceforth referred to as ZWK, Haritonidies, Kaplan and
Wygnanski 1977). The time at which the correlation attained a maximum
was noted and in the subsequent iterations, the average was recomputed
using those time shifts. The reasoning for this procedure lies in the
assumption that the events under consideration do not arrive at the
measuring station precisely the same time. Therefore, all events de-
tected within 10% of their nominal time of arrival were accepted as
being evoked events. Time shifts exceeding this limit were disregarded.
The new average obtained could serve again as a pattern for the entire
process to be repeated. It was found empirically that the process con-
verged, and the resultant averaged structure stopped changing,in most
cases, after the second iteration.

Although the process is described in detail elsewhere 'ZWK' ir
example is shown in Fig. 4, for the sake of completeness. -he s~y
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Figure 4. Illustration of the technique to align events in time
upper trace - velocity history; second trace - smooth version of
upper trace; third trace - test pattern for cross correlation;
lowest trace - cross correlation of traces 2 and 3.

a) third trace is pattern from iteration 0 (time educed)

b) third trace is pattern from third iteration

ment station shown is located at the outer edge of the boundary layer so
the evoked structure is easily identified by eye. In this figure the
upper trace represents a streamwise velocity record, while the second
trace is a filtered version of the signal. The third trace is the pat-
tern used for the pattern-recognition scheme. In the zeroeth iteration
the educed average is seldom representative of the individual events.
The digital cross correlation is taken between the traces shown in lines
2 and 3 and is indicated at the bottom of the figure. One should also
note that there is a factor of two in time for the bottom trace rela-
tive to the other three traces. The educed pattern after the third
iteration (fig. 4b) is much sharper than the ensemble averaged velocity
educed without time shifts (zeroeth iteration).

In the second version of the experiment (Haritonidis, Kaplan and
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Wygnanski 1977) a rake of 10 hot wire probes was used (Fig. 5) giving
a temporal record of velocity across the entire boundary layer. Two

Figure 5. A rake of 10 hot-wires located at 1, 2, 3, 4, 6, 8, 11,
15, 19, 25 mm from surface. Wire diameter 2.5 p and length 1.1 mm.

additional sensing probes were located at the outer part of the boundary
layer at equidistant spanwise locations about the plane of symmetry.
The purpose of these probes was to check if a spanwise alignment of the
structure could also be realized.

A set of velocity histories measured 900 mm downstream of the dis-
turbance is presented in Fig. 6. One can observe in this figure a num-
ber of large fluctuations in U which are quite coherent across the
boundary layer. Embedded in this signal is an evoked pattern which be-
comes clearly visible when an average of 1,200 events was taken (Fig. 7a).
The velocity scale in Fig. 7 is four times larger than in Fig. 6.
Applying a pattern recognition technique %o the wire located 15 mm from
the surface (third trace from top) improved the coherence of the evoked
structure in the vicinity of this wire (Fig. 7b). In particular, the
velocity defect observed 15 mm from the surface almost doubled when com-
pared with the unaligned pattern. The effect of alignment at y = 15 mm
was not felt near the surface leaving the velocity history at y= 1 mm al-
most unaltered. When a hot wire located at y = 4 mm was used for align-
ment (Fig. 7c) the velocity perturbation near the surface became very
much stronger. When each wire was treated separately the resulting ve-
locity histories can be almost presented as a combination of Figs. 7b
and 7c.
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Figure 7. b) Educed and aligned with respect to wire 3 (15 mmn)
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Figure 7. c) Educed and aligned with respect to wi re 7 (4 mm)
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Contours of constant perturbation velocity are generated by cross
plotting and interpolating the results in Fig. 7. Fig. 8 a-c corresponds
to Fig. 7 a-c showing contours at intervals of ± 1.5%. Negative per-
turbation contours are drawn in broken lines. The narrow rectangle
above Fig. 8c is indicative of the distortion of the vertical scale cal-
culated at a convection velocity characteristic of the structure. The
contours shown in Fig. 9 a-b are obtained after each wire was realigned
individually and are drawn at intervals of ±3%. The contours shown in
Fig. 9a were measured 900 mm downstream of the disturbance while the
contours in Fig. 9b were measured at the 1200 mm station. The pertur-
bation did not weaken in the interval between xs = 900 mm 1200 mm al-
though the defect region shrank somewhat while the excess region grew
in the streamwise (time) direction. In the direction normal to the sur-
face the pattern scales approximately with the boundary layer thickness.

1 -A)

Y

1 B) Iii, - c)Y - \mU III

- -\\' 'I- ,
I II II

80 100 120 80 100 MSEC

Figure 8. Velocity perturbation contours (every 1.5%U,,) at xs 900 mm.

a) No alignment (corresponding to data in 7a)

b) Wire 3 aligned (15 mm)

c) Wire 7 aligned ( 4 mm)
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Figure 9. Velocity perturbation contours ( every 3% U.)
at Xs = 900 mm and xs - 1200 mm
Each wire is aligned separately.

The following conclusions were drawn from this experiment:

i) A transitional spot retains its coherence in a turbulent

boundary layer over distances measured in hundreds of 6 and perhaps
further. To date,no deterioration of coherence with downstream dis-
tance was observed. (see Fig. 9).

ii) The structure is represented by an excess velocity pertur-
bation near the surface and a defect in velocity which occurs at the
outer edge of the boundary layer and slightly later in time. These
perturbation contours could be caused by a slowly-rotating, large-eddy
which transports high momentum fluid from the outer reaches of the
boundary layer to the wall region. The fluid transported towards the
surface causes a positive perturbation in velocity and vice versa. Pre-
liminary measurements with an X-wire indicate that this indeed is ther underlying mechanism of momentum transport.

iii) The scale of the structure is of the order of 106 in the
streamwise direction becoming 2-3d in the interface region. The outer
part of the structure is convected downstream at 90% of the free stream
velocity. The excess of velocity region near the wall is probably con-
vected at slower speed, thus being slowly swept underneath the defect-
region (see Fig. 9 and Fig. 14 of ZWK).
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iv) Since the enhancement procedure shown in Fig. 7 is most
effective on features near the reference probe, one must conclude that
the motion of the structure is not a "solid body" translation, but is
accompanied by rotation and internal distortion.

In this experiment the evoked structure was permitted to interact
with other structulres at random. The interaction may not be a simple one,
and reflects the fact that the evoked structure is no longer self preser-
ving. The variations from one occurrence to the next most probably de-
pend on the number of interactions (and their form) which took place
during the travel of the evoked structure. It thus seems that the tur-
bulent boundary layer cannot be regarded as a superpositicn of transi-
tional spots.

4. ON THE INTERACTION AMONG SUCCESSIVE SPOTS ORIGINATING FROM A

SINGLE SOURCE

The large scale eddies occurring at high Reynolds numbers are seen
quite clearly in the smoke pictures of Falco (1977). These eddies
appear at regular intervals which suggest an interaction of successive
spots which are in the process of merging into one another (Fig. 10).
A controlled experiment was undertaken to simulate the interaction of
successive transitional spots originating from a single point source.
It is realized that only one mode of interaction is simulated this way.
Other possible modes of interaction among spots of different origins,
different sizes and at various relative locations to one another pro-
bably exist. Nevertheless, it is hoped that a simplified experiment

would be helpful in explaining some of the complicated processes occur-
ring in a turbulent boundary layer although it cannot simulate correctly
all the characteristics of the flow. Some of the features that we seek
to understand are:

1) The process which limits the growth of the evoked eddy in a
turbulent boundary layer.

2) The mechanism of entrainment.

3) The mechanism responsible for the transfer of momentum
towards the wall in a turbulent boundary layer.

Figure lOa. The large eddies in a Figure lOb. The process of engulf-
turbulent boundary layer (courtesy ment in a two dimensional mixing
of Falco) layer.
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It will be recalled that the transitional spot grows linearly
with downstream distance. In the streamwise direction this growth is
expressed by the fact that the leading interface in the plane of sym-
metry has a celerity of 0.9 U while the trailing interface moves at
0.5 U. . By drawing pseudo sreamlines relative to each interface
Wygnanski, Sokolov and Friedman (1976) concluded that "no turbulent fluid
escapes through an interface" and that most of the fluid is entrained
through the slowly moving trailing interface (see Figs. 25 and 26 of
their paper). In fact detailed breakdown of the entrainment shows that:

82% of the fluid is entrained through the rear interface although
in the immediate vicinity of the solid surface this interface is inert.

10% of the fluid is entrained by the lower part of the leading in-
terface (under the overhang) while an additional 6% "is entrained by the
leading interface above the overhang.

2% could not be accounted for from these figures.

Cantwell, Coles and Dimotakis (1977) (henceforth referred to as
CCD),by assuming a conical similarity of the transitional spot,calcu-
lated the particle paths relative to the spot. They concluded that
more than 80% of the entrainment occurs along the upper rear boundary,
but find the upper leading front totally inert. This author doesn't think
that the difference of 6% in the entrainment rate to the transitional
spot is a crucial issue at the present state of our knowledge, although
the calculation method presented by CCD is most valuable. It is however,
important to establish how the flow is entrained. There are currently
two qualitative descriptions of the entrainment process. According to
one view, a relatively flat interface propagates slowly normal to itself
and absorbs non-turbulent flow by viscous diffusion of vorticity. The
process is sometimes referred to as "nibbling" because small scale eddies
corrogate the interface and slowly eat their way into the non-turbulent
fluid. Another process in which the non-turbulent fluid is "engulfed"
by a turbulent interface may precede and facilitate the nibbling pro-
cess. This process is clearly visible in the mixing layer (Fig. lob)
where two smoke filaments which are initially far apart are drawn to-
gether by an induced motion of a large eddy and are rolled together like
a spiral. The contact area between the two layers of fluid in the spi-
ral is large, either enhancing the nibbling process or leading perhaps
to a violent instability, causing the core of the eddy to fill entirely
with smoke. The process of entrainment into the spot cannot be classi-
fied in either category because the interface of the individual spot
contains eddies which could be considered as being large (see Fig. 7,
in the paper of CCD). Furthermore, interacting spots may entrain non-
turbulent flow in a different manner than a single transitional spot
does.
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b x s = 240 24=4 msc
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Figure 11. Velocity signals in interacting spots

a) x = 860 mm AT =66m sec.

b) x5 =1240 mm AT = 40 m sec.

An array of five to six consecutive spots originating from one point
source at predetermined time intervals was monitored by a rake of hot
wires located on the plane of symmetry at two distances downstream of the
disturbance. The degree of interaction between adjacent spots could be
varied by either changing the frequency of generation of the spots or
changing the distance downstream at which the spots were monitored. Two
sets of velocity histories are shown in Fig. 11 a-b. The individual
spots are clearly recognizeable in Fig. Ila, where the time interval be-
tween adjacent spots was 66 m sec and the measurement was made 860 mm
downstream of the disturbance (U, = 10 m sec). However, when the time
interval was decreased to 40 m sec at xs = 1240 mm a continuously tur-
bulent velocity signature is observed not only near the wall but over
most of the boundary layer. This signal is quite similar to velocity
histories measured in a fully turbulent boundary layer although some
order is visible at large distances from the surface. A velocity profile
obtained by ensemble-averaging over all the events and then averaging
over time (excluding the calm region behind the last spot in an array)is
shown in Fig. 12, for the various cases considered. Measurements made
in the fully turbulent boundary layer at the same location on the plate
are marked by diamonds on the figure. The interacting, successive
spots give rise to a mean velocity profile which tends to the conventio-
nal profile as the interaction becomes stronger (c.f the result at
xs = 860 mm At = 66 m sec with the velocity at xs = 1240 mm At=66m sec)
In fact the two velocity profiles are almost identical as the time in-
terval between adjacent spots is less than 40 m sec at xs > 1000 mm.
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Thus one may expect that an array of transitional spots will give rise
to a logarithmic profile when ATUh/x s s 0.4 where AT is the time
interval between adjacent spots. This number is by no means definite

20L
Xs, 1240ram y%1
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Figure 12. A comparison between the mean velocity in a turbulent

boundary layer and the profile resulting from interacting spots.

and should be used as a guide only. The tendency of the time averaged
profile towards a universal-logarithmic law is similar to the tendency
observed by Patel and Head (1969), in channel and pipe flows which un-
dergo transition.

When the velocity histories are ensemble averaged conditionally to
the first spark the periodic behaviour introduced by the disturbance
becomes apparent. Contours of constant velocity patterns are plotted
in Figs. 13 a, b, c and 14 a, b, c, the contours representing excess of
velocity relative to the mean are shown as solid lines, while the con-
tours showing defect are marked by dashed lines. The pertubation con-
tours in Fig. 13 refer to the laminar velocity profile existing at the
measuring station in absence of any disturbance while the contours in
Fig. 14 refer to the fully turbulent profile.
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When the dimensionless interval between adjacent spots is
ATU./x s  = 1.16 the velocity pertubation contours (Fig. 13a) are very
similar to those plotted for the isolated transitional spot (Fig. 2).
The contours showing positive velocity perturbation which stretch over
a long time period behind a single spot appear to join together in
Fig. 13 b, where ATU 5/Xs=0.465. This time interval is short enough
to result in a continuously turbulent signal near the surface. The re-
gions bounded by countours of large velocity pertubation (larger than
20% Uo say) shrink as the time interval between adjacent spots is de-

creased, implying that velocity gradients; in particular diminish

when the degree of interaction increases (compare positive pertubation
regions in Figs. 13 a to c). The general form of the negative pertu-
bation contours is altered rather little by the interaction. The "calmed-
region" which exists outside the turbulent interface in a single transi-
tional spot disappears but the extent of the positive-velocity-pertu-
bation region from the surface changes rather little when adj..cent spots
merge. Two velocity profiles are drawn to the same scale in the upper-
left corner of Fig. 13c, one shows the laminar velocity profile while
the other the turbulent velocity profile both existing at xs = 1240 mm.
The perturbation contours shown in the figure correspond approximately
to the difference between the two profiles when the Blasius profile is
taken as reference. The sequential interaction of transitional spots
contains therefore, some of the most important elements of the turbu-
lent boundary layer because we are trying to understand the mechanism
leading to the generation of a turbulent velocity profile.

When the pertubation contours are plotted relative to the turbulent
velocity profile, which would have existed at xs = 1240 mn if the boun-
dary layer were tripped, they do not necessarily resemble the single
structure evoked in a turbulent boundary layer (Fig. 14 b,c). Com-
paring Figs. 13a, with 14a, reveals that the streamwise dimension of the
defect region is approximately halved, also the perturbation level is
reduced by a factor of two. The velocity defect region extends all the
way to the wall, and is followed in time by an excess velocity region
mostly away from the surface. For a short period of time the contours
of +0.02 U. reach the surface, indicating that the skin-friction under
the rear portion of the spot may exceed the skin-friction in a fully
turbulent boundary layer. In Fig. 14b the defect region moves away from
the wall, a process which continues rather slowly as the structure moves
downstream (Fig. 14c). The typical perturbation shown in Fig. 9 is not
observed.

It now appears that the comparison relative to a fully turbulent
velocity profile is not as significant physically as originally believed.
The typical perturbation, (shown in Fig. 9) which is approximately self-
sustained over the range of Re considered, was not observed in the pre-
sent case whenever the interaction among successive spots was strong
(Fig. 14c). In fact the sequence shown in Fig. 14, a,b,c indicates that
the perturbation disappears with increasing interaction. The flow near
the surface at AT Ua/x s = 0.215 does not represent any perturbation re-
lative to the turbulent velocity profile obtained by tripping the boun-
dary alyer (Fig. 14c). One must deduce therefore, that a turbulent
boundary layer (in the range of Re considered) consists mostly of spots
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interacting in sequence and that the interaction in the spanwise di-
rection is of secondary importance. Furthermore, the fact that the
evoked structure sustains itself in a turbulent boundary layer (Fig. 9)
suggests that the degree of interaction occurring naturally (i.e. at
random) between a single evoked structure and the turbulent background
must be rather weak. This is not the case when a sequence of spots in-
teract. Schubduer and Klebanoff (1956) observed that whenever a tran-
sitional spot penetrates a turbulent boundary layer the "calmed region"
persists for a while "relaminarizing" the flow temporarily. The tran-
sitional spot therefore may influence its environment preventing a
strong interaction in its vicinity.

In another experiment, described in the following section, it was
observed that the generation o- new spots occur only at the "wing-tips"
of the evoked-transitional spot. The "calmed region" thus prevents or
delays the generation of new turbulence and perhaps weakens the interac-
tion between adjacent turbulent regions. In the present experiment the
spots were perhaps forced at higher frequency than would have occurred
naturally, preventing the development of the calmed region, and in-

creasing the interaction beyond the natural rate, this could cause the
disappearance of the perturbation contours from Fig. 14c.

The average location of the interface is marked on Figs. 13b and
14b. The method used for determining the interface is described in the
paper by Wygnanski, Sokolov and Friedman 1976, and will not be repeated
here. By having two sets of measurements, one at xs = 860 mm and one
at xs = 1240 mm, the celerity of the average interface was determined
at the outer part of the boundary layer and tabulated:

IT (m sec. between sparks) ULE/U0 UTE/U. Uc/U0

100 0.85 0.55 0.76

66.1 0.84 0.59 0.77

40.0 ? 0.70 0.76

26.7 0.88 0.76 0.775

The celerity of the leading interface ULE remains fairly constant,
independent of the degree of interaction between spots. The celerity of
the trailing interface UTE increases when the degree of interaction bet-
ween adjacent spots increases, causing a reduction in the rate of entrain-
ment of non-turbulent flow. The last column in the table was obtained
by tracking the locus of minimum velocity at constant distance from the
surface. It gives a measure of the celerity of the entire structure,
though it fails to account for the growth of the structure occurring
between the measuring stations (see Wygnanski, Sokolov and Friedman,
1976). The evoked array of coherent structures moves downstream with a
celerity of 0.77 U.; this velocity agrees with the celerity measured by
CCD for the single transitional spot using the same technique, but is in
disagreement with a celerity deduced from correlation measurements.
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Brown and Thomas (1977) correlated the shear stress at the wall with
the velocity measured at various distances from the surface. They obser-
ved the existence of an organized structure which is inclined to the sur-
face at 180. The smoke picture of Falco (1977) also shows an oblique gap
between two neighbouring large scale eddies at the same inclination
angle. This angle is plotted on Fig. 14b (using Uc = 0.84 Uo). It
suggests that the average leading interface in an array of interacting
spots is indeed inclined at 180 to the wall. This interface retains its
inclination with downstream distance. The trailing interface which is
initially inclined at a shallower angle to the surface slowly rotates
and becomes steeper as the pattern proceeds downstream. The change of
angle is brought about by the acceleration of this interface with down-
stream distance. The potential flow overtaking one spot may be engulfed
into the gap between adjacent spots and entrained by the trail4ng inter-
face of the spot ahead of it (further downstream in laboratory coordi-nates).

The velocity profiles associated with the passage of the spot are
shown in Figs.15, 16. The educed velocity profiles occurring over a
cycle (fig. 15) are compared with a turbulent profile which is marked

.:,,,. /1

Figure 15. Ensemble averaged velo- Figure 16. Instantaneous velocity
city profiles on the plane of sym- profiles on the plane of symmetry
metry of interacting spots of interacting spots

xs = 860 mm AT= 40 m sec

by a solid curve. Time is increasing from left to right. Relative to
the average turbulent profile both positive and negative average pertu-
bations start far away from the surface and move towards the surface
with increasing time. Similar trend, although much more irregular and
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much more violent is seen in Fig. 16, where a single, filtered event is
considered (see also Figs. 45-48 Aminis 1978 thesis). Comparison of
Figs. 15 and 16 as well as flow visualization pictures (CCD, Falco 1977)
suggest that the large coherent eddy carries with it a substructure
which contains perhaps most of the turbulent ener-/. This substructure,
which is fairly well ordered in the individual spot may Ue related to
the breakdown process. Klebanoff, Tidstrom and Sargent (I162) while
studying the breakdown of a T.S. wave train observed that the first
spike" which originates at the outer region of the layer makes itself
felt across the entire layer. Amini (1978) studying the evolution of
the spot from a single disturbance also observed that breakdown starts
far away from the surface and proceeds towards it. However, a pertur-
bation moving towards the wall should not be interpreted as a motion of
fluid in the same direction.

5. ON THE POSSIBLE REGENERATION MECHANISM OF THE TURBULENT SPOT

It would be naive to assume that the entire structure of a turbulent
boundary layer at large Reynolds Numbers is determined in the transition
region. Thus if one were to accept a concept in which a transitional
spot is a main building module of a turbulent boundary layer, one has to
find a mechanism by which it reproduces. A plausible regeneration mech-
nism was identified by Wygnanski, Haritonidis and Kaplan,(1977)and is
associated with a breakdown of a Tollmien-Schlichting wave packet which
trails a turbulent spot. The wave packet can only be observed near the
"wing-tips" of the spot as shown in Fig. 17. Two sets of measurements 2

. .351

TURSULENT 1,b

I.

CALME /
SREGION

Figure 17. The geometry of a wave packet trailing a transitional
spot.

and 3 ft downstream of the disturbance are shown in the figure, yet the
boundaries of the spot collapse onto a single curve since the abscissa
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and the ordinate in this figure were divided by the distance from the
spark which is the similarity parameter for the transitional spot. The
visible troughs of the waves in the packet are also shown. The waves may
extend beyond the spot in the sparwise direction but they disappear in
the "calmed" region where the laminar velocity profile is nore convex,
and thus more stable to small disturbances than the BlasiuS profile.

v~v

0.160
0.162 .. V

0.165 -to a. " N

0.168V
0.171 V

0.174

0.176
C.;79

1.0 I
U-U; 0 0.05

U1 0.5 TIME (sec)
0 The location of first

profile

Figure 18. Velocity signals near the "wing-tips" of a spot x s = 900 mm.

When the velocity is increased from 35 fps to 65 fps, the wave packet
usually breaks down. In Fig. 18, the time history of an individual event
is recorded. The measurements were made with a rake of hot wires, which
were displaced in the z direction and are in a plane parallel to the
surface (the spacing between adjacent wires is 2.5 mm). The turbulent
signature in the top 7 velocity traces shows part of the evoked transi-
tional spot, its "wing tip" is located near z/x s = 0.165. To the rear
of the spot (i.e. upstream of it in the laboratory coordinates) a wave
packet is visible. It seems to ride on the unperturbed Blasius profile
and is not visible in the immediate neighbourhood of the turbulent inter-
face. The amplitude of the packet increases towards the "wing-tip" of
the spot and in the case shown the packet is on the verge of breakdown
at 0.160< z/x s <0.175. The amplitude of the "spikes" in the U component
of velocity at the onset of breakdown is extremely large. The spike re-
corded by the wire located at z/xs = 0.171 indicates the possibility
that the flow is brought close to stagnation. Although one cannot rely
on the response of the hot wire in this particular instance, the average
amplitude of the spikes at breakdown is of the order of 0.4 Uco. This is
very consistent with the observations of Klebanoff et al.,(1962). Instan-
taneous velocity perturbation profiles in the z direction enable us to
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Figure 19. Spanwise variation of velocity at breakdown

have a glimpse into the breakdown process. Twenty-two profiles are shown
in Fig. 19 at intervals equal to AT U0, = 0.312". The elocity scale is
shown at the bottom of the figure with positive pertubation of velocity
being to the right of the tick marks. Extremely concentrated shear
layers appear in profile 19. The width of such shear layers is compar-
able to the spatial resolution of the wires in the rake (i.e. 2.5 am)
while the velocity jump across the layer is approximately 0.35 U0o.

Thus, at breakdown au/az can become comparable to u/y which is
considered to be the dominant factor in boundary layer stability. Komoda
(1967) observed that whenever there is a considerable spanwise variation
in the boundary layer thickness, as is the case near the "wing-tip" of
the turbulent spot, breakdown is preceded by a concentration of vorti-
city in a thin vertical layer; thus, the appearance of such shear layers
in the iresent experiment should not be surprising. Typically those
shear layers are very long in comparison to their lateral dimension and
we conclude, albeit from a small sample of observations, that the domi-
nant aspect ratio of these layers is:

.025 < z/tU. < .05.

These numbers are in agreement with pictures visualizing sublayer streaks
in a turbulent spot (CCD)
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Instantaneous observations in the y-t plane were made with the 10
wire y-rake at various spanwise and streamwise locations. The most in-
teresting observations are those showing the breakdown of the wave packet
and the generation of a new spot. The uppemost trace in Fig. 20 shows a
velocity record obtained from a single hot wire located on the plane of

r
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0..90
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Figure 20. Velocity signatures showing the generation of a new spot.
Xs = 900 mm z/xs = 0.115 upper trace taken at z = 0.

symmetry. From this record alone, one would deduce a passage of a single
spot. At the same time (all other velocity traces in Fig. 20) a rake lo-
cated at z/x s = 0.115 indicated that behind the parent spot a new tran-
sitional spot appears. This spot was generated by the breakdown of the
wave packet and occurs outside the calmed region at z/xs  0.1. At ear-
lier stages of breakdown one could clearly recognize the transitional
spikes in velocity which were observed many years ago by Klebanoff et al,
(1962). In fact, when instantaneous velocity profiles were plotted in a
plane normal to the surface, some of them showed inflection points and
general characteristics which are very similar to those of Klebanoff.

The development of a single momentary perturbation into a transi-
tional spot was examined by Amini (1978). Ensemble averaged velocity
profiles measured by Amini indicate the possibility that the perturbation
develops into a three dimensional wave packet which breaks down as it
proceeds downstream. The wavy nature of the disturbance is most clear
in the outer region of the layer (Fig. 21), thus having some similarity
to the experiments of Gaster and Grant (1975). It is therefore believed
that the generation of smaller scale eddies, streaks, and new tr3n-
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sitional spots results from a breakdown of Tollmien Schlichting waves.
The critical question is whether the regeneration mechanism occurs
also in a turbulent environment.

DEBUT CENTRE

~' 4

Figure 21. Ensemble averaged velocity in the incipient spot at various
distances from the surface z=O (courtesy of Amini)

a) xs = 100 mm b) xs = 200 mm

6. THE EFFECT OF TRANSITION ON THE LARGE COHERENT STRUCTURES IN OTHER

TURBULENT SHEAR FLOWS

The velocity distribution in a turbulent pipe flow can be described by
the same universal profile as boundary layer flows. This leads one to be-
lieve that the underlying processes are similar in both flows, although
there is no entrainment of irrotational fluid in a pipe. Therefore, the
large coherent eddies in a turbulent pipe flow should be related to the
transitional structure existing at lower Reynolds numbers. There are how-

ever, two very different types of intermittently turbulent flows occurring
naturally in a pipe: (i) slugs, which are caused by instability of the
boundary laver to small disturbances in the inlet region of the pipe, and
(ii) puffs which are generated by large disturbances at the inlet and

occur at a lower Reynolds number. It was observed (Wygnanski and Champagne
(1973)) that slugs are much larger and the structure of turbulence in their
interior is identical to the structure of a fully developed pipe flow. To
resolve the difficulty, a study was undertaken in which a fully developed
Poisseille flow was momentarily disturbed at fairly low Reynolds numbers.
The resulting transitional structures were again puffs and slugs with the
former occurring at slightly lower Reynolds numbers. However, at some
critical Re, puffs started to split, indicating the existence of a regene-
ration process. (See also Lindgren 1957 and Wygnanski, Sokolov and
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Friedman, 1975). A further increase in Re results in a faster rate of
splitting and almost instantaneous interaction between adjacent puffs
leading to the creation of a larger structure - namely a slug. The
puff has then the same role in turbulent pipe flow as the transitional
spot in boundary layer flow. In fact, an experiment in which evoked
puffs interact was recently finished and data is being processed.

One still has to reconcile the differences between the puff and the

spot. This task was greatly facilitated by the recent observations of

Amini on the incipient spot. In Fig. 22 two stream line patterns rela-

tive to the trailing interface are shown for the puff and for the inci-
pient spot. The similarity between the two patterns cannot be dismissed
as a mere coincidence in spite of the Uifferent geometry. The stream-
wise velocities as observed on oscilograms also exhibit a striking simi-
larity between the two cases.

:4 2I II I 2 9 6 3 0

U41TRFACE v9

- - , . , - -- 1
4-24

Figure 22. Stream line patterns in boundary layer and pipe flows

a) The incipient transitional spot b) A puff in a pipe flow
(curtesy of Amini)

The large coherent eddies in a turbulent mixing layer at fairly high
Re originate at the beginning of the mixing process before the flow be-

comes fully turbulent. In this case, as in the other two discussed,
the basic charactertistics of the coherent structure is determined in
the transition region and is remembered in the fully developed flow.

In conclusion, statements of the kind "....the conditions at the
initiation of the flow are mostly irrelevant" or "...the structure of
"turbulent flow forgets...." which were often made, and the concepts

which they represent should be carefully reexamined in view of the above
mentioned results.
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DISCUSSION

Bradshaw:

Just a short comment and a warning. Since all these eddies are
rather elephants they probably have a pretty long memory for almost any
sort of perturbations and in fact, if you put a longitudinal vortex, even
a very weak one, into a boundary layer it goes on and on and on. I think
mentally we sometimes overestimate the amount of mixing and dispersing
that the turbulent boundary layer can reElly do. This obviously isn't a
criticism of your work, but is is perhaps an explanation of how the initial-
ly laminar spot can proceed still identifiably in a turbulent boundary
layer, as long as it doesn't interact very strongly. The warning inciden-
tally, is if you flow a jet through a boundary layer, the vertical
velocity component is likely to be very large compared to that in the
boundary layer itself, as Lowell Ormand just pointed out to me, and you
may therefore blow part of the vorticity right out of the boundary layer
so it sits in the free stream. We found this ourselves in flowing jet
studies trying to produce turbulent spots.

Morkovin:

If what you have is a remnant of your perturbation which is related
in some way to a turbulent eddy, does it have a connection with the Kovasz-
ny, Kibens, Blackwelder, donut or watermelon? After all, that thing also
arose by itself from some kind of a transition. Why is it not the way
that you have it.
Wygnanski:

Its convection velocity is somewhere in the higher 80% to 90% of the
free stream velocity. In the Z direction we could interpret the contours
in a way which we're corresponding to the watermelon. If I were to take
the positive and the negative contours which we measure at Z/6 away from
the center, we would obtain something that looked very much like a positive
correlation, with a negative correlation at the side. The distance between
the center of these correlations would be approximately 1/2 to 2/3 Delta.
That's very good agreement.

Kovaszney:

I have one more comment. If you compare it not with a double correla-
tion, tut with a triple correlation, the thing is not automatically symmet-
ricized. Then, of course, these things are even more striking. That's
what they should be compared with.

Falco:

Is it comparable in that sense.

Kovaszney:

It's comparable in size and orientation.
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ABSTRACT

In a fully developed turbulent channel flow the streamwise and
spanwise velocity components, and the wall gradients of these compo-
nents, were measured by using hot-film sensors and flush-mounted wall
elements. An oil channel was used which permitted measurements very
close to the wall at a Reynolds number of 7700. Space-time correlations
in the direction normal to the wall showed a severe change of the flow
structure in the viscous sublayer, produced by the physical presence
of the moveable probe. A similar disturbance of the near-wall region
has been observed by other investigators, but was not recognized as an
artificially produced flow structure.

1. INTRODUCTION

It is well established that turbulent motions in the near-wall
region in bounded turbulent shear flows show a quasi-ordered structure.
The picture that we have today of this kind of flow has been formed in
large part by the visual studies of Kline, Reynolds, Schraub and Rund-
stadler (1967), Corino and Brodkey (1969), Kim, Kline and Reynolds
(1971), Nychas, Hershey and Brodkey (1973), Offen and Kline (1974) and
more recently by Oldaker and Tiederman (1977). The work done by the
hot-wire and hot-film method, as well as the interferometric technique
used by Emmerling (1973), brought further insight into the character-
istics of bounded turbulent shear flows. At this point it should not
be necessary to name all the other authors who worked on this problem,
because the two review articles by Laufer (1975) and Willmarth (1975)
very well summarize the work that was done on the structure of turbu-
lence in bounded turbulent shear flows. In the following, only the
papers of immediate pertinence to the problem will be cited.
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Space-time correlations of velocity fluctuations have often been
used in turbulent flows to obtain an idea of the coherent structures.
The advantage of this method is that it allows quantitative measure-
ments of the convection and decay of these structures. The disadvantage
is that two or more probes have to be inserted into the flow. Care al-
ways has been taken that no probe will be in the wake of another probe.
Whether such probes will disturb, entirely change or even fully destroy
the structures that should be investigated, cannot however be predicted.

Correlation measurements in the viscous sublayer and adjacent wall
region that were carried out in the oil channel of the Max-Planck-In-
stitut fUr Str6mungsforschung in Gbttingen by Kreplin, Eckelmann and
Wallace (1974) and by Blackwelder and Eckelmann (1977a) showed severe
probe interferences. These interferences were the result of the physical
presence of the probe near the wall, where the probe seemed to cause a
change in the existing structure in the wall area. It will be shown by
two other examples that such interferences also have contaminated simi-
lar correlation measurements of other investigators.

2. EXPERIMENTAL TECHNIQUES

Any probe that is inserted into a flow field perturbs the flow,
because the fluid must move around the sensor and the probe body. This
is true for all kinds of probes (hot-wire, Pitot-tubes etc.). To mini-
mize the inherent disturbance of the flow field at the location of the
sensor, a probe is normally constructed such that the sensor is located
in a sufficiently undisturbed area. But what happens to the flow field,
if such an ideal probe is positioned very close to the wall? The flow
between the probe and the wall will be accelerated or blocked. Both
effects can be minimized by using a bent probe, such that sensor and
probe body are displaced from each other by several body diameters, in
a direction transverse to the mean flow direction. Such probes are
known as boundary-layer probes.

The influence of the wall on hot-wire measurements has been in-
vestigated in detail by Wills (1962). This work, and also that of others
not cited here, is restricted to the influence on mean values when hot-
wire probes are positioned very close to a wall. The possible change
of existing flow structures due to the presence of the probe, and hence
the change in the measured values due to this effect, have to the knowl-
edge of the author not been discussed. That a disturbance of the flow
field near the wall was observed in our flow channel (where the diame-
ter of the hot-film probe used was of the same size as the thickness of
the viscous sublayer) indicated that even under these conditions a
change of the flow structure due to the presence of the probe could be
responsible for the deviations observed.

Before discussing further details, a brief description of the flow
channel and the probes that were used for the measurements will be
given. The data were all obtained in the oil channel described by Eckel-
mann (1970, 1974). At this point it is only necessary to repeat the
main features of the channel.
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Figure 1. Photograph of the V-probe used for the experiments.

00j

p

Figure 2. Photograph of the wall-element plug with
two DISA type 55A93 probes.

The oil channel is 8.5 m long, 0.22 m wide and 0.79 m deep. The
flow was tripped as it entered the channel. The measurements were made
32 channel-widths downstream and half way between the top cover and
bottom of the channel, where the flow was fully developed. A portion of
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the partition wall at the test section was replaced by a special wall
that had several pairs of flush-mounted wall elements and a removable
plug, into which special probe configurations could be placed. This
wall was the same as that used by Kreplin (1976) and Blackwelder and
Eckelmann (1977a).

The test fluid was oil of kinematic viscosity 0.06 cm2 /s at 25°C.
The Reynolds number based upon the channel width was 7700 and the fric-
tion velocity u T = 1.06 cm/s. At this Reynolds number a distance of

1 uT1 cm corresponded to a dimensionless distance of X+ _1 • 17.

Measurements of the streamwise and spanwise velocity components,
U and w, were made with quartz-coated hot-film probes. To avoid an

au
influence of the mean gradient on the spanwise velocity component,

two hot-film sensors were placed 90 apart in one plane, in a V-config-
uration. To avoid errors when the probe was used near the wall, at
distances down to y = 1, the sensors were displaced by about 1 cm
with respect to the probe body. Such V-probes are not commercially
available. Figure I shows the V-probe used, designed by the author and
his former co-worker Dr. Kreplin and built at the Max-Planck-Institut
fUr Strbmungsforschung using two 1 mm long and 50 m thick TSI model
10121-20W sensors.

Heated rall elements were utilized to measure the two velocity

gradients at the walland W The wall elements are pairs of

flat hot-films that are flush-mounted in a V-configuration in a wall
plug. Figure 2 shows such a wall element consisting of two DISA type
55A93 probes. The sensors are quartz-coated, with dimensions of 0.75 mm
long and 0.15 wide. To check for probe interference, an arrangement
was used that consisted f a single hot-film probe mounted on a wall
plug at a distance of y = 15 and a wall element which was embedded
in the wall a the same x-location, but separated in the spanwise di-
rection by z = 17. A perspective sketch of this arrangement is shown
in Figure 5, together with the V-probe. The single hot-film probe was
also made at the institute using the same TSI sensors as used for the
V-probe.

The hot-films and wall elements were driven by DISA 55M01 anemom-
eters coupled to DISA 55010 linearizers. The overheat ratio of the
hot-films was 1.01 and of the wall elements 1.02. The low overheat
ratio was possible because the temperature of the entire laboratory in-
cluding the oil channel was controlled.

The calibration of the V-probe was achieved by towing the probe at
variable speeds throygh the oil channel with the oil at rest. The fixed
velocity probe at y = 15 (compare Figure 5) was calibrated together
with the wall elements in situ by operating the channel at different
speeds corresponding to Tnjwvelocities at the location of the probe
and known velocity gradients at the wall. Errors encountered due to
free convection could be minimized by using the calibration technique
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described by Blackwelder and Eckelmann (1977b). The streamwise velocity
component from the V-probe and the streamwise gradient component from
the wall element were obtained by using the sum of the linearized sig-
nals from the two sensors forming the probe in each case. Similarly,
the spanwise components were derived from the differences. Since in a

fully developed channel flow w and are zero, the mean values

of the difference signals were adjusted to be zero. To get an idea of
a systematic error, the correlation coefficient between the streamwise
and spanwise components was calculated. These values, which by homoge-
neity should be zero, were typically found to be less than 10 %. An
additional technique was then used which slightly adjusted the calibra-
tion slopes of the individual sensors so that the correlation coeffi-
cients were made zero. This additional adjustment lay always within the
range of scatter of the calibration data.

The various signals from the mveable V-prob$, from the wall ele-
ment and from the fixed probe at y = 15 and z = 17 were sent over
analog lines to a multiplexer with analog-to-digital converter, were
then digitized at a rate of 50 samples per second and finally stored on
a magnetic disk. The subsequent processing of the data was accomplished
by FORTRAN programs. A PDP-15 computer was used for both data acquisi-
tion and processing. Records of duration 30 minutes were evaluated at
every V-probe position.

3. SPACE-TIME CORRELATION

Correlation measurements have been carried out in the oil channel
for several years. Eckelmann (1970, 1974), Kreplin, Eckelmann and
Wallace (1974), Kreplin (1976) and ri're recently Blackwelder and Eckel-
mann (1977a) made correlation measurements in conjunction with an in-
vestigation of the structure of the near-wall region. The thick viscous
sublayer of the oil channel allowel measurements very close to the wall.
Down to wall distances of about y = 1, corresponding to y : 0.5 mm,
an influence of the wall on the signal of a single hot-film probe could
not be observed. Eckelmann (1970) showed that the fluctuations of the
streamwise velocity u and the fluctuations of the streamwise velocity

gradient at the wall u are highly correlated in the viscous sub-

layer and in the adjacent buffer layer. In addition, both fluctuations
are shifted in time such that the signal measured in the flow preceded
the signal measured at the wall. Kreplin (1976) could show in his dis-
sertation that also the spanwise fluctuations of the velocity w, and

the fluctuations of the spanwise velocity gradient at the wall Lwl ,Y!w

are correlated and shifted in time. However, the correlations decreased
more rapidly with increasing wall distance than was observed for the
streamwise components. Figure 3 shows the correlation functions
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Figure 3. Space-time correlations of the streamwise velocity fluctua-
tions u and the streamwise wall gradient fluctuations

_u (left). Space-time correlations of the spanwise veloc-
3, W
ity fluctuations w and the spanwise wall gradient fluctua-

tions 2! (right). y is the separation normal to the
3Y w

wall and b the channel half-width. From Kreplin (1976).
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W

which were measured by him. The denominators of the two correlation
functions are formed using the products of the r.m.s. values. The probes
used by Kreplin were the same as shown in Figures I and 2.
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Finally, Blackw(lder and Eckelnnn (1977a) measured again the
correlations R11 (y .0) and R33(Y ,0) in conjunction with their in-

vestigation of streamwise vortices, which were associated with t..e
bursting phenomenon. The paper of Professor Blackwelder, also presented
at this workshop, reports in detail about these investigqtions. In these
measurements it was observed that the correlation R33(y ,0) displayed

a very irregular behavior for y < 10. In particular, sometimes ery
strong negative correlations were obtained with separations of y = 5
and less. When the measurements were repeated under similar conditions,
however, positive correlations were obtained. In Figurl 4 the results
of three different runs are plotted. The values R11(y 10) measured

simultaneously and Kreplin's R11 (y+, T= 0) and R33 (y
+ , r= 0) ob-

tained from Figure 3 are also represented in this Figure. The probes
used for the investigation were those previously used by Kreplin.

Since the signals themselves did not shqw any obvious difference
for positive and negative correlation R33(y ,0), it was impossible to
decide on the basis of R33 (y+,O) which the correct value was. The de-

cision was made more difficult because the correlation Rl(y+,0) was
independent of the sign of R33 (y ,0). Thus a new experiment was de-

veloped, with the probe arrangement shown in Figure 5. A fixed single
probe and a wall-element were mounted on a wall plug. The V-probe wa
located directly above the wall element at various wall positions+ y
In addition to the correlation R 1 (y ,0) and the suspect R33 (y ,0),
shown in Figure 4, the cirrelations between the streamwise fluctuation
velocity component at y = 15 and z = 0 and the two fluctuation

components 2u W of the gradient at y+ = 0 and z+ = 17 wereaw W W
computed as the moving V-probe above the wall element approached the
surface. With no probe interference, the two correlation functions

u(15,0,t) •u(0,17,t+)
(Y.,z. ,T) = ay Wu'(15,0) • (0,17)

and

y u(15,0,t) • aw(0,17,t+r

13(Y ,z ,T) w'(15,0) - 7- (0,17)
By

should show the same shape and magnitude independent of the V-probe

location. The result of this new experiment was that again the shape

of the correlation function R11(y ,z ,T) was not affected. However,

the function RI3(Y ,z ,) showed a remarkable change.
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Figure 4. Spatial correlations of u and 7Yi (R11) and of w

and a (R3(R with separations normal to the wall.
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• F~ow

Figure 5. Sketch of the probe arrangement used to check for probe
interference. Single hot-film probe (left), wall-element
(right) and V-probe (middle).

The results are seen in Figure 6 for six different locations of
the moveable V-probe. As long as the V-probe was at wall distances

y + > 10 the correlation functions R*3 (y+,z+,T) did indeed show the

same shape and magnitude. At y+ = 5 the computed correlation was ob-
served to have approximately the same shape and magnitude but an oppo-

site sign. At y+ = 2.5, both a positive and a negative correlation+ +

were observed in two different runs. Since the y and z separa-
tions could only be determined for these experiments within + 0.5, it
was believed possible that the positive correlation at y =72.5 was
obtained at a slightly different position than the correlation with the

negative value. The correlation functions R*3(Y,z+,r) in Figure 6

were always negative whenever the correlation R33(Y+,O) in Figure 4

simultaneously yielded a negative value.
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Figure 6. Space-time correlations of the streamwise velocity fluc-

tuations at y = 15 and z = 0 (single hot-film probe)
and spnwise velocity gradient fluctuations at y = 0
and z = 17 (wjll element). The moveable V-probe was
positioned at z = 17 and at the indicated y posi-
tions.
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To be sure that the observed probe interference was not caused by
electrical cross-coupling through a possibly defective quartz coating
of the sensors the V-probe was first driven cold (anemometer in standby
position) and then disconnected from all Ilectrical leads (also from
ground). Both experiments were made at y = 5. However, the signals
of the wall-element and the wall-probes, as well as the correlation

R 3  between them, were not affected. The conclusion that can be drawn

from all these experiments is that the V-probe by its physical presence
in the viscous sublayer causes a change in the existing flow structure.
This change is such that the streamwise velocity and wall gradient com-
ponents seem to be unaffected but the spanwiae velocity and wall gra-
dient components suffer a phase shift of 180 Knowing nothing about
the probe inference, this could be misinterpreted as a new vortex
structure inside the viscous sublayer, a structure which in reality
does not exist. However, it can be assumed that the presence of the V-
probe generates such a structure.

4. DISCUSSION AND CONCLUSIONS

Spatial correlations with separations normal to the wall have also
been carried ut by Gupta, who used for his experiments in air a fixed
V-probe at +y - 2.8 and a moveable probe which he could place as
close as y - 5 from the wall. Lau worked with an iodine electro-
lyte. He used electrochemical wall electrodes to measure the stream-
wise and spanwise gradients at the wall and simultaneously+a thermal
probe in the flow field. Lau could also measure down to y - 5. The
Reynolds number in Gupta's experiment was three times and in Lau's
experiment more than twice that in our oil channel. The correlations
R11 (y ,O) obtained by Gupta and Lau are shown in Fig. 7, together with

those of Blackwelder and Eckelmann. Gupta's and our measurements are in
good agreement.

The spatial correlations R33(y+,O) of the same three experi-

ments are plotted in Fig. 8. It can be seen that the measurements of
Gupta and Lau also show in the vicinity of the wall the same character-
istic behaviour found in our measurements. It is almost certain that
also in the case of Gupta and Lau a probe interference is causing the
negative lobes of the correlation curves. These probe interferences,
however, could not be recognized by them. because they did not simul-
taneously measure a third correlation that should be constant, inde-
pendent of the location+of the moveable probe. Just as in our case,
the correlations R11 (y ,0) of Gupta and Lau were not affected by the
probe interference.

In Fig. 8 the dependence of the Reynolds number can also be seen.
With increasing Reynolds number, the influence of the probe on the near
wall region starts sooner as the probe is approaching the wall. The
disturbance a probe produces in the wall region depends on the (normal-
ized) characteristic dimension and on the shape of the probe itself. In
the oil channel the influence of the probe is restricted to the viscous
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Figure 7. Spatial correlations of u and 2-1 measured by Lau

(19Z7) and Blackwelder and Eckelmann (1977) and of u and
u(y = 2.8) measured by Gupta (1970) with separations y
normal to the wall.

sublayer region (y+ 5) or is not observed, as in the case of Kreplin's
measurements (Fig. 3). In the oil channel the thickness of the sublayer
is about five times that of Gupta's wind tunnel where the probe inter-
ference already started in the buffer layer (y s 30).

Space-time correlation measurements of Kreplin et al. (1974) also
show that flow structures in the vicinity of the wall are probe inter-
ferences, that do not exist without a probe. The space-time correla-
tions of the spanwise component R3 3  shown in Fig. 9 are not in con-

tradiction with streamwise vortices that obviously are produced by the
physical presence of the probe.

It is planed to continue this work to get further insight into the
problem of probe interference in the near-wall region.
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Figure 8. Spatial correlations of w and W measured by Lau

(19Z7) and Blackwelder and Eckelmann (1977) and of w and
w(y - 2.8) measured by Gupta (1970) with separations y
normal to the wall.
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Figure 9. Space-time correlations of u and 2I (left) and of w

and -Lw (right) with separations y normal to the wall.B 1W

From Kreplin, Eckelmann and Wallace (1974).
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DISCUSSION

Hanratty:

I guess I'm glad to see this paper because we've been worried
about our previous measurements ourselves and for other reasons
than what you have mentioned. We intend to go back and repro-
duce some of them. So with the information you have here, this
might forewarn us of what we should do if we go back and remea-
sure.

Brodkey:

It is noteworthy that not only people doing visualization
work have troubles. However, by the same token I've been invol-
ved jointly with some of the work Helmut presented here. I won-
der if you would comment, could this in some way account for the
difference very close to the wall of the measurements made in
the oil channel in Goettigen by you and Jim (Wallace) and myself,
and the measurements with the x-probe made by Bill Willmarth ---
in particular, on the different direction of the quandrant split
for only a y of 10 and below.

Eckelmann:

Very good question. If I weren't a speaker here, I would have
brought this up. I think maybe we should bring Bill's problem into
this because it might be that the probe may also cause some flow
structure change. It may not have come out that clearly from my
lecture, the u-velocity is not affected as far as the correlations
were concerned. Maybe the v-component, I mean the v component
which Willmarth measured, isn't affected either, but if it is a
rotating structure, than v and w should go together and be con-
sistent.

Willmarth:

Well, I don't think that what I was seeing with the small
x-probe is related to this. I didn't have other things in the
flow, just one hot wire. Also, I saw this anomaly that I talked
about all the way out to y of 400.

Eckelmann:

+I think it is the scale of the sublayer thickness or a scale
of y = 5 to 15 that is involved, and it is restricted to the
wall for measurements at high Reynolds numbers.
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THE BURSTING PROCESS IN TURBULENT BOUNDARY LAYERS

RoF. Blackwelder

Department of Aerospace Engineering

University of Southern California

Los Angeles, California 90007

ABSTRACT

Much of the research in turbulent boundary layers during the last
decade has been concerned with the sequence of events that occur near the
solid boundary. This important sequence, collectively called the bursting
phenomena, is responsible for most of the turbulent evergy production
within the boundary layer. The important aspects of the bursting process
are discussed as well as the interaction between this dynamical structure
and the coherent eddies in the outer region. Similarities between the
bursting phenomena and corresponding events in a transitioning boundary
layer suggest a dynamical resemblance between these two flow fields.

THE BURSTING SEQUENCE

Hama (see Corrsin l) first observed an organized eddy structure near
the boundary by carefully injecting dye through a slot in the wall.
Downstream of the slot, the dye was observed to coagulate into long narrow
regions aligned with the mean velocity, u, in the x direction. (The
normal and spanwise directions will be denoted by y and z with velocities
v and w.) Since the dye at the wall initially marked the low momentum
fluid, these regions have been called "low-speed streaks". Kline, et al.
visualized these structures by using a hydrogen bubble wire aligned
perpendicular to the mean velocity and parallel to the wall. They also
found that the bubbles collected into long streamwise streaks character-
ized by a deficit of streamwise momentum and suggested that this was due
to the spanwise velocity component, The streaks were observed below
y+ = 10 and occurred randomly in space and time. They found a mean spacing
between the streaks of approximately A! = lO0~z = XZ UT/.,). Later evidence,
e.g. Kim,et al. , Gupta, et al. 4 , Lee, et al. , and Oldaker and Tiederman6 ,
found that the spanwise spacing is a random variable with a probability
density function similar to a Rayleigh distribution having a mean of k 80.
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Gupta,et al. 4 used an array of hot-wires and found that the spanwise
correlation function, Ruu(AZ), was quite periodic when measured over a
short time period. Since the wavelength, Xz, is random, however, the
periodicity disappeared as the averaging time was extended.

In another visualization study, Corino and Brodkey 7 used neutrally

buoyant particles to study the wall region of a turbulent pipe flow. They
observed the particle motions in the x-y plane by filming the flow with a
high speed motion picture camera in a convected frame of reference. They
observed a sequence of events that began with a gradual deceleration near
the wall. This was followed by a large scale region of high speed fluid
called a "sweep" that seemed to have been associated with the outer flow
field. The low speed fluid and the sweep were often observed to be
separated by less than Az+ = 20 in the spanwise direction giving large
spanwise velocity gradients. The interaction with the sweep manifested
itself by the ejection of low speed fluid away from the wall followed by
a strong and violent mixing in the logarithmic region. Kline, et al. 2
reported a similar sequence that involved a "lift-up" of the low speed
streak from the wall, followed by a characteristic oscillation leading to

a random chaotic motion. Both of these studies reported that most of the
production of turbulent energy was related to the bursting phenomenon.

In the Eulerian frame, Willmarth and Lu
8 and Blackwelder and Kaplan 9

showed that these events could be detected with hot-wire anemometers and
studied using conditional sampling techniques. The first authors verified
that the tangential Reynolds stress associated with the bursting phenomenon
was indeed large compared to its mean value. The latter authors found one
of the most striking features of this phenomenon to be a sharp acceleration
of the streamwise velocity as reported also by Wallace, et al. 10 The
strength and extent of this aspect of the motion is seen by referring to
the data in figure 1 taken with a rake of 10 hot-wires at different y+
locations. The simultaneous velocity traces associated with the sharp
acceleration show a high degree of correlation normal to the wall, with
the acceleration appearing earlier at *he higher elevations. The data of
Blackwelder and Eckelmann,lI indicate that the low speed streaks manifest
themselves as the velocity defects that appear before the sharp accelerations.
These defects can extend outward beyond+ y = 100 as seen in figure 1. They
typically require a time period of 25<T <150 to pass a fixed probe which
implies a streamwise length scale of 300<x+<2000; thus they are long indeed.

The spanwise extent of the events in the bursting phenomenon has not
been explored as fully as their motion in the x-y plane. Several authors
have suggested that the wall region is inhabited by streamwise couyer-
rotating vortices as sketched in figure 2. Bakewell and Lumley, used
hot-film anemometers to study this region of a pipe flow. By using an
orthonormal decomposition of space-time correlations, they found that the
most energetic velocity fluctuations were consistent ith the vortices
shown in figure 2. Lee,et al. 5 and Hanratty, et al. 1 have measured
regular quasi-periodic variations of the velocity gradients at the wall
and have proposed a model similar to that suggested by figure 2. To study
how these yyrtes are related to the bursting process, Blackwelder and
Eckelmann, ' used a series of flush mounted wall elements sensitive
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Figure 2. Cross-sectional view of a low speed streak lying between two
counter-rotating streamwise vortices.

to3u/aylo and aw/aylo and traversed other probes in the y-z plane. An
example of their instantaneous velocity gradients on the wall at
Az = ±9 and a single hot-film sensitive to the streamwise velocity at

S- y+ = 15 is shown in figure 3. Before the acceleration occurs at y+ = 15
the streamwise velocity gradients on the wall are less than the mean
value and the spanwise gradients are of opposite sign consistent with a
pair of counter-rotating vortices. Their conditional averages indicated
that this pattern consistently occurred before the sharp acceleration.
A pattern recognition scheme based upon the wall gradient signals indi-
cated that the vortices occur at least 50% of the time at a fixed
streamwise location and Reo400. Furthermore their results suggest that
the vomtices "pump" low speed fluid toward z = 0 and away from the
wall, as illustrated in figure 2 thus accounting for the strong velocity
defects observed in figure 1. The large streamwise extent of these
measured velocity defects, Ax+>l000, and their narrow spanwise length
scale, Az+:20 (reference 15) suggest that they are the low-speed streaks
observed in the visualization studies. The pumping action and the low-
speed streaks disappear when the sharp acceleration occurs as seen in
figure 3. The acceleration and the high speed sweep is observed to reach
the wall later because this structure is skewed in the x-y plane.

The spanwise velocity associated with fhe bursting phenomenon have
been measured by Blackwelder and Eckelmann, and some of their condi-
tionally averaged results are replotted in figure 4. The bursts were
detected using the technique of Blackwelder and Kaplan, at y+ = 15 and
the conditional average of the detector probe at that location is shown
at the bottom of the figure. The spanwise velocity component was
measured using a "V" probe of two hot-films traversed normal to the
wall at Az+ = 17 and 34. It was verified that the conditionally
averaged profiles of w were antisymmetrical in Az+; thus only the results
of A >0 are plotted for several values of the time delay T+. As the
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Figure 3. Simultaneous streamwise and spanwise velocity gradients on
the wall at dz+ = -9 and the streamwise velocity at y+ = 15
and Az+ = 0. The mean values have been subtracted from all
signals.

magnitude of the spanwise velocity increases, so does the streamwise
velocity defect at y+ = 15, consistent with the counter-rotating
vortices. An estimate of the strength of the streamwise vorticity in-
dicates that its maximum is approximately an order of magnitude less
than the mean spanwise vorticity at the wall.

INFLUENCE OF THE OUTER FLOW FIELD

Narahari Rao, et al. 16 noted that the frequency of occurrence of
the bursts scaled with the outer flow variables, 6and U,., apq not with
the inner variables, vand uT- Laufer and Badri Narayanan,'/ further
showed that the bursting frequency was approximately the same as the
frequency of passage of the large scale structures in the outer flow
field, thus suggesting a possible relationship between these two diverse
phenomenon. To explore this possibility, Chen and Blackwelder,18 (see
also Chen I9 ) slightly heated the entire boundary and used the
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Figure 4. Conditionally averaged spanwise velocity profiles, <w(y)>;
0--1z + = 17; -x--x-, z = 34. The time delay t+ is with
respect to the detection of the bursts. For reference, the
conditional average of the streamwise velocity at y+ = 15
is shown below.
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Figure 5. Simultaneous temperature traces at ten positions in a
slightly heated turbulent boundary layer. The horizontal
span is U~t/d = 18.7.

temperature as a contaminant tracer. They observed the large scale
structures, called "bulges", in the outi- flow field as studied by
Kaplan and Laufer 20, Kovasznay, et al." and others. In addition, they
discovered that these structures extend into the logarithmic and wall
regions. This is vividly seen by the instantaneous temperature signals
in figure 5 obtained from a rake of sensors spanning 0.036<y<0.636.
The most striking features are the sharp temperature decreases extending
throughout the layer. By studying simultaneous temperature and velocity
data, they ascertained that the sharp temperature fronts were coincident
with the backsides of the bulges in the outer flow field. Because the
outer structures are not two-dimensional, the sharp temperature fronts
did not usually span the entire boundary. The angle between the temper-
ature front in the x-y plane and the wall is a random variable that seems
to decrease with the age of the bulge. The velocity signals associated
with the temperature fronts indicated that each "back" coincided with a
vortex sheet across which a sharp change in the streamwise and normal
velocit appeared in agreement with the sual results of Nychas,
et al. 2. Falco 23 and Brown and Thomas 5 have also concluded that
the upstream sides of the large scale outer structures aq the most
energetic regions of these eddies. Chen and Blackwelder observed
that the velocity signature of the backs was similar to that of the
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bursts, i.e., a region of relative low speed momentum followed by an
acceleration and high speed fluid. The strength of the velocity
signals increased as the wall was approached. By using conditional
sampling and other sophisticated data processing techniques, they
plausibly argued that the "backs" of the outer flow structure were
directly related to the bursting process in the wall region.

A MODEL OF THE BURSTING PHENOMENON

The available knowledge of the bursting process can be summarized
by the model shown in figure 6. The streanwise vortices are indi-
cated by their corresponding vortex lines. Only two vortices are
illustrated although others exist in the spanwise direction with a
quasi-periodic spacing of A' l00. The distribution, strength, height
aad other characteristic parameters of the vortices are assumed to be
rarrdom variables with fluctuations about their mean values. Near the
wall the vortices move low speed fluid toward z = 0 and "pump" this
fluid away from the wall. This action leads to the formation of the
low speed streak that is broad near the wall and narrower in the span-
wise direction at higher elevations. The visualization studies have
observed streaks with lengths often exceeding Ax+ = 1000. However, as
they move downstream, the streaks meander in the spanwise direction,
thus explaining why fixed probes yield streamwise length scales less
than Ax+ = 1000. For example, a meandering of only 10 for a streak
with a width of az+ = 20 implies that a probe fixed in the laboratory
coordinates will measure its length to be Ax+= 1000 even though the
streak may be infinite in extent. Higher speed fluid is moved toward
the wall by the model vortices at z = ±Xz/2, however, this aspect is
less important to the dynamics because it does not create an unstable
velocity profile.

The long length of these structu'es indicates that they are rela-
tively stable. However, they are randomly disturbed by the sweep of
high speed fluid associated with the large scale structure in the outer
flow field which interrupts the pumping action. The interface between
the low-speed fluid of the streak and the higher speed sweep manifests
itself as the observed sharp acceleration. The convection velocity of
this interface is alg random and has a value of approximately O.8U. at
y = 15 (Blackwelder ) indicating that it is associated with the outer
flow field. The interface forms angles of 200 to 450 with respect to
the wall in the x-y plane. Since it is associated with the outer flow
structure, the interface must have a spanwise length scale of 6. As it
is convected downstream its interaction with the wall structure is most
predominate where large velocity differences occur; i.e., between it
and the low speed streaks. As the interface passes, the instantaneous
velocity profile is inflexional because of the high speed sweep above
and the low speed streak near the wall. Blackwelder and Kapla 15 found
that the conditional average over approximately 300 such events was

strongly inflexional, indicating that this is a predominate feature of
these events. Their averaged profile along z = 0 is sketched in figure

6. The available evidence (see also Kline, et al.
2 and Corino and

Brodkey 7 ) indicates the inflexional profile is only a local phenomemon
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with a spanwise extent of AZ+ 20. After passage of the sharp accel-
eration, a general momentum excess associated with the sweep exists
over the entire boundary layer.

The steep velocity gradients in the normal and spanwise direction
suggest that the inflexional profile may be related to an isolated
two-dimensional free shear layer instability as indicated in figure
7. Michalke,26 and Greenspan and Benney have shown that a two-
dimensional free shear layer has a most amplified wave of -A = .4 where
2A is the thickness of the layer. The instability has a wave length of

= 27/.4A+ where A' is the non-dimensional half thickness. The in-
flexional profiles of Blackwelder and Kaplan give A+ 10; thus X
150. This value compares favorably with the experimentally observed
oscillations in Table 1.

Blackwelder and Kaplan (figure 1) 2550 200
Emmerling2 8  1800 200

k Kim, et al. 3  660 240
Oldaker and Tiederman* 500 120
Blackwelder and Eckelmann (figure 3) 400 160

TABLE 1

Y U(y) at A-A A

TLow Spee Sreok

Figure 7. Sketch of the localized shear layer instability between the
sweep and low-speed streak. The concomitant inflexional
profile at section A-A is shown at the left.

Obtained from the 8mm movie film accompanying reference 6.
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It should be noted that these characteristic oscillations will be
difficult to find with a single probe at a fixed spatial location.
However, once they are found, the oscillation may occur in either the
high- or low-speed fluid as in figure 1, or both, e.g. figure 3. Be-
cause of their random appearance in space and time, they will also be
relatively rare events when several probes are used. However, after
the instability has grown to sufficient amplitude, the oscillation
should influence a large region so that it could be observed by several
nearby probes as in figure at t+- 0. This structure should be
more readily observable in visualization experiments that view an entireF plane of the flow as in references 2, 3 and 6.

As depicted in figure 7, the instability will cause the spanwise
vorticity, wz, to grow,suggesting that some of the vortex lines in
figure 6 may close to form a hairpin or horseshoe vortex as indicated
by the dashed vortex line. On the other hand, the interface between
the sweep and the streak is highly three-dimensional, so the strongest
gradient, and hence, the principal instability, may develop in a
different plane leading to other orientations of the vorticity.

The next stage of development in the buriting process corresponds
to the "breakup" event defined by Kim, et al. as a more chaotic motion
characterized by strong mixing. Although not illustrated in figures 6,
or 7, this event is possibly the nonlinear stage of the free shear layer
instability accentuated by the inherent three-dimensional nature of the
flow field.

DISCUSSION

The origin of the streamwise vortices is one of the major remain-
ing questions of the bursting phenomenon. In 1974, Coles (see Cantwell,

Coles and Dimotakis'9 ) suggested that they may be due to a Taylor-
G6rtler type instability in which the centrifugal force is due to the
large scale structure in the outer flow field. It is not difficult to
show that the Gortler instability parameters associated with the
streamline curvature of a steady laminar boundary layer can be satisfied.
One example illustrating this feasibility uses the curvature of the lo-
cus of maximums of the space-time correlations of Favre, et al. 0 which
yield a radius of curvature of Ra 406. Using a length scale relevant
to the wall region, a super-critical G~rtler parameter is obtained with
a wave length near X+ = 100. However, it is not obvious that the steady
state stability analysis of Taylor and Gortler for fields homogeneous
in the flow direction can be applied to the unsteady flow field near
the wall.

The sequence of events in the bursting phenomenon is qualitatively
similar to the events leading to the formation of a spot in a transi-
tioning boundary layer as described by Klebanoff, et al31 They
observed an initial Tollmien-Schlichting wave and a spanwise periodic
system of counter-rotating streamwise vortices. The vortices were
similar to those of the bursting phenomenon (as can be seen by compar-
ing figure 4 with figure 16 of Klebanoff, et al.) but had a finite
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streamwise length imposed upon them by the Tollmien-Schlichting wave.
As these vortices grew, they also seemed to pump low speed fluid away
from the wall into a localized region. This action continued until
terminated by the occurrence of a localized velocity "spike" analogous
to the ejection phase of the bursting phenomenon. The instantaneous
velocity profiles accompanying the spike were measured by Kovasznay,
et al. 34 They had an infection point and were qualitatively the same
as the profiles of Blackwelder and Kaplan. 15 The spike and subsequent
high fr guency oscillations have been described by Greenspan and
Benney 19 as due to an unsteady shear layer similar to that suggested
above. In the transitioning boundary layer there was no unsteadiness
in the outer flow field so the spike and subsequent oscillations oc-
curred in a regular and repeatable manner. In the turbulent boundary
layer, the unsteady large scale structure in the outer flow field
determines the spatial and temporal location of the inflexional profile
and subsequent breakdown. Although the length scales in these two flows
are slightly different, a better understanding of the dynamics in
boundary layer transition may prove useful in modelling the bursting
phenomenon.

The support of the U.S. Army Research Office - Durham under Grant
DA-ARO-DAAG29-76-G-0297 is gratefully acknowledged.
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DISCUSSION

Kovasznay:

If this indeed has an analogy to transition and the little
argument we made in 1962 regarding pressure, couldn't you infer
from that what kind of pressure fluctuations you should see under
the boundary layer? Can you make a back-of-the envelope analysis?

Blackwelder:

No, I have not done that yet. I looked at the structure of
the velocity signals and I established that they're analogous
enough. I couldn't see that there would be any gross difference.

Donaldson:

Thank you. I haven't followed this work all that closely for
the past few years. I've been off playing with aircraft vortices.
I think some of the teachings that one finds when they look at vor-
tices near surfaces have a very important bearing on just what's
been discussed here, in the way of a model. It has generally been
assumed that when an airplane flys by and leaves a pair of trail-
ing vortices,that they roll up at the center of the shed vorticity,
they come together, and descend. Then you ask what happens when
they get in the vicinity of a surface. And when the question was
asked, everybody said it was the same thing, they're just vortices
and they go on across the airport, and if there's a cross flow,
they move with the flow, but that isn't so at all. The vortices
as they approach a surface have in them the mechanism for their

Pt own demise and also for the fact that they do not move across para-
llel to tt2 surface, but that they rise again. For many years,
everybody threw out data showing that they rose, because obviously
they shouldn't. The attitude was: "there must be something wrong
with the instrumentation, so we won't publish the results". And
here's the mechanism. As a trailing vortex moves downward, it in-
duces a flow due to a viscous boundary condition on the surface. The
viscous boundary layer that develops on that surface has a vorticity
which is of an opposite sign to the original vortex. As the flow
in the boundary layer moves into the adverse pressure gradient
that is set up by the original vortex, the flow separates and
comes up off the surface with a velocity component which turns the
original vortex upward, with the two vortices then merging. And if
these viscous "spawned" vortices continuously feed in opposite
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Oonaldson: (Cont'd)

vorticity through this merging process, they really contribute
to the death of the original vortex. For real flows over real
airports, it only depends on how rough the surface is, it doesn't
matter how big the airplane is. In general, the decay time for
a vortex is just three minutes. ThE situation described in this
paper is the inverse of the situation I described and if, indeed,
you have a counter-rotating vortex pair, then the flow that is
moving into the center region continually has the opposite vor-
ticity. The spawned vortex in turn will cause the original to
rise, which wouldn't occur if you didn't look for the induced
vorticity on the surface. The spawned vortex must upwash on the
original vortex which is just equal to the downwash from the
other counter-rotating leg of the original vortex pair. Thus,
these spawned vortices not only have in them the ability to
raise the original vortices, they also have in them the ability
to kill them.

Blackwelder:

If the structure were allowed to exist long enough that might
indeed happen, and remember the transition work of Klebanoff in
which he actually had a picture of vortices of type of shape you
show. However, in his case, the flow was not disturbed by the
outer structure. I think this streak would stay there for a lot
longer period of time, if it were not disturbed by the outer struc-
ture. But it's a disturbance by the outer structure that kills it
off and forms the oscillations or ejections. I would say to ans-
wer your question, I would doubt that these vortices would be there
long enough for that type of flow to develop.

Landahl:

I think first of all one ought to distinguish between a low
speed region and a vortex, because the indication is that once
these regions have formed, that fluid doesn't rise quickly, which
indicates that the vorticity is really rather small after the
regions are formed. So, I think one should distinguish between
longitudinal vorticity and a long streaky, low-speed region,
because once the low speed region has formed, its upper edge
doesn't lift very fast. Which indicates that the vorticity
lifting it up is rather weak after that.

Blackwelder:

What would you call weak, in terms of the mean gradient?

Landahl:

Well, I wouldn't like to put any figures on it.

225



R. F. BLACKWELDER

Eckelmann:

Did you calculate the revolutions that your vortex would
make say over the length of low-speed streak? If not, we did one
in the colloquia.

Blackwelder:

No, I calculated that after I g~t back and found that it
makes one rotation maybe every lO00x downstream.

Eckelmann:

That's why I want to comment on the previous speaker...be-
cause, it's not a tip vortex, it is only a slowly revolving vor-
tex.

Blackwelder:

The other thing is that these vortices don't have to exist
for the full length of the low-speed streak. I think the vortices
can be much shorter. I feel that they bring the low-speed fluid
up and it essentially lays there until this large scale structure
comes along and strikes it. I did forget to mention that with
this structure that I have presented, you are going to get high-
speed regions off to the side. The reason I didn't mention it
is because they obviously are not as important to the subse-
quent dynamics because they give you a stabler mean velocity pro-
file instead of a less stable one.

Kovasznay:

It is becoming very clear to me that this is the point where
we should have a committee. And I think the committee should really
address itself to the question of who means what regarding in-
stability and burst. It should clarify what everybody's position
is. I would like to propose the topic of "what are the main dis-
tinguishing features of different breakdown models and to what ex-
tent they are measureable". For starters, I would like to have as
members Martin Landahl, Ron Blackwelder, Bob Brodkey, Don Mc Elligot,
and Steve Kline. -This is committee report 4. Ed.]

Kline:

Could I make a comment. First of all, I agree with what
Marten Landahl said. In that long series of visual studies that
we did, we did not see longitudinal vortices below a y+ of 10
and I don't think we ever saw qne go around as much as 3 times.
If it got around once or twice, that would be very strong. Usually
you just see it going up. That means, of course, there is some x
vorticity but you wouldn't describe it as a wing tip vortex, which
is really very strong. Where we do see strong vorticity is in the
next layer after it lifts in the buffer layer, the lower log zone,
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Kline: (Cont'd)

Then you see something that looks like vortices, if we could make
this distinction.

I'd like to make a comment also on the relationship to trans-
ition. Enter a note of caution there. There is some difference
between the transition case and the fully turbulent case when
you go clear back to the very first formation stage. That is, to
the Klebanoff-Tidstrom spot breakdown stage. In particular, those
thing are running in a laminar environment, they're not heavily
disturbed. Secondly, there is a distinct change of scales. The
visual studies of say Elder & Meyer for example, show that you do
get what looks like a lifted low-speed streak, but it's of the
order of the whole laminar boundary layer in terms of characteris-
tic length. This low speed fluid begins to oscillate and drops
down and socks the wall. At that point, you get a turbulent spot
with seven or eight sub-layer streaks forming inmediately, such
that there's a wholly different order of scale. So you've got at
least two differences there which make me think that this ought
to be an analogy rather than an exact replication.

Blackwelder:

In many ways, a closer analogy of the geometry per se is
that with a transition or laminar instability of the Gortlervortex type or that of a slightly heated boundary layer. In both

cases, you do have a slow formation of a practically stagnant
region in the middle, and then you have an interaction of the outer
flow, without any large scale. It's still an interaction of the
outer flow which is potential. I think that if people are always
going to be looking back to Klebanoff, Tidstrom, and Sargent, I
think they should be looking at the equally correct pictures of,
for example Gortler and others. In just the last issue of the
Journal of Heat Transfer of February of this year, there is a
visualization technique from two sides showing streaks from above
and the beginning of the large scale formation of vortices in a
heated water layer. Now I think we have been stuck too much on
the single experience of Kelbanoff, Tidstrom, and Sargent.
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ABSTRACT

The influence of experiments examining coherent or organized structure
on turbulent boundary-layer analysis is reviewed historically. The main
trends in Reynolds stress prediction are outlined and shown to ignore the
dynamical experimental observations. The newly developed method of large
eddy simulation is shown to possess considerable potential as a predictive
and analytical tool, and it is argued that this method will provide the focus
to coordinated experimental, theoretical, and numerical research in the near
future.

SYMBOLS

Oll dissipation rate of normal Reynolds stress, u'u',

D11 2v

* ri  two-point correlation separation distance in ith direction

T
Tfo u(xi) u(xi+ri)dt

Rll correlation function Ril(xi,r i) = lim 0T-_- fT u2 (xi)dt

0

t time

T integration period

u velocity in stream direction
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u friction velocity, V/-p

v velocity perpendicular to a surface

w velocity parallel to surface, normal to stream

x, x1  coordinate in stream direction

y, x2  coordinate perpendicular to surface, in channel measured from
centerline

z, x3  coordinate perpendicular to x, y in Cartesian system

, grid spacing

5 boundary-layer thickness, or half channel width

X wave length of feature

V kinematic viscosity of fluid

Tw  surface shear

< > averaged over horizontal plane in computational volume, then time
averaged over a cycle of large-scale turbulence (conditional
average)

Superscripts

+ wall region coordinate, lengths measured from surface and normalized
by V/uT , velocities by u

filtered or resolvable quantity

fluctuating or subgrid scale quantity

INTRODUCTION

In a consideration of the role played by our knowledge of coherent and
organized turbulence structures in the analysis of turbulent boundary layers,
it is important to first define the scope of analyses being considered.
Analyses can be placed into two categories. First, there are analyses that
try to explain particular physical mechanisms that are observed in experiments,
and here the relationship between the largely idealized analysis and experi-
mental observations is rather clear. On the other hand, there are analyses
that provide engineering methods for predicting the behavior of turbulent
fields, and here the link between the analyses and the latest experimental
evidence on organized structure becomes more tenuous. Engineering predictions
usually employ the simplest and least costly methods that satisfy the
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designer's needs. In practice, more complex methods are introduced only when
earlier methods fail to define some behavior required of a particular design.
Developers of the predictive methods, as contrasted to the designer, are
often motivated to use more complex methods in the belief they inherently may
be more universal and applicable to a larger variety of flows. Thus, predic-
tive methods, themselves, resolve into tuned "zone" and attempted "global"
methods. In either case, the more modern of these methods are primarily
based on the numerical solution of the statistical Reynolds-averaged equa-
tions, with the distinction between the different methods lying in the com-
plexity of establishing the Reynolds stresses. At present, these methods
generally do not account for the organized structure observed in the experi-
ments other than in a statistical sense. This situation led Professor
Kovasznay to observe, in 1971, that workers in the field of turbulence con-
sist either of experimentalists who do not want to know about predictions, or
predictors who do not want to know about turbulence. As Professor Kovasznay

a has worked as both an experimenter and predictor during his distinguished
career, his sensitivity to this dichotomy must be taken seriously and one
should not be blinded by the wit of the remark and miss its message, namely,
that advancements in the fields of turbulence require close collaboration of
the experimentalist, analyst, and the predictor, and a mutual understanding
of the needs of each by the others. This view is supported here and it will
be shown that the trends of turbulence analysis are conducive to the attain-
ment' osfuch-coi1ebration- in _the future.

A vehicle for such collaboration will be the need for the rapid develop-
ment of methods for numerically simulating the large eddy structure within
flow fields of technological importance. These needs are being forced by the
complexity of the design problems that require solution and the desirability
for a globally applicable technique to accurately describe the interaction of
several disparate types of flow fields. As an example, the prediction of the
separation at the root of an aircraft wing in the presence of a vortex
generated by an upstream strake is a very real design problem. Another
example of a real but complex problem beyond any prediction method other than
numerical simulation is the problem of the means of actively delaying transi-
tion, as will be addressed in Professor Orszag's paper that follows.

It is generally accepted that in the foreseeable future no computer will
have the storage capacity and speed to permit the numerical solution of the
time-dependent, three-dimensional Navier-Stokes equations resolved to the
smallest scales of turbulence required for an accurate energy balance at
Reynolds numbers of technological interest. Numerical simulation, then,
means the direct computation of the dynamics of only the large eddy structure
while accounting by theory or modeling for the effects of the scales of tur-
bulence that cannot be resolved by the computer. Optimism for the univer-
sality of this approach is based on the experimental observation that the
large-scale structures of turbulence are characteristic of the flow field in
which they are generated, whereas the small-scales appear to have a universal
character. The numerical simulation method, then, calculates what is unique
to the flow and employs models for its universal portions, where modeling can
be expected to be more rigorous. Another inherent feature of the method is
that for a given flow field the reliance on the modeling diminishes with the
increase in computer power so that an evolutionary development of computer
hardware and softwear is tied systematically with the convergence of the
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technique. Alternatively, as the subgrid models are improved, a lesser
fraction of the turbulence has to be calculated so that with a given com-
puter larger flow fields of technological interest can be encompassed.

At present, numerical simulation is very costly in computer time and
cannot be considered an engineering tool. With anticipated improvements in
computers, this situation may change in a decade or two. Presently, the
technique is being used to develop numerical methods and subgrid scale models
appropriate to the computation of flows of technological interest. The
testing of the models requires careful comparison with the latest experi-
mental data to assure that physically established effects are captured in the
computations. In addition, the analytical idealized computations that focus
on particular events, such as those to be described in the workshop papers
by Professors Landahl and Walker, will provide guidance to the numerical
simulations by defining mesh sizes required to capture the important events
and providing standards for assessing the accuracy of the computation tech-
nique. In turn, the numerical simulations can contribute to the experiments
and the analyses. The large amount of information available in the numerical
data, more than is possible to determine in experiments employing a limited
number of discrete sensors, will help explain past experiments and suggest
and guide new experiments. Again, the numerical simulation will indicate
regions of flow or events requiring more critical analysis. Finally, the
numerical simulation may provide insights into improving Reynolds stress
modeling and thereby provide assistance to the predictor employing less costly
methods.

To develop the bases for these remarks this paper is divided into four
parts. The first gives a brief historical view of turbulent boundary-layer
analyses and their interrelationship with the experimental data that preceded
them. The papers by Professors Orszag, Landahl, and Walker are placed in
context here. The second part is a discussion of the present trends in
Reynolds stress evaluation and prediction techniques. It is shown that the
methods are becoming more complex in their attempts at universality. Some
conclusions of comparisons with experimental data on attached boundary layers
are given. In addition, some of their shortcomings and the directions being
taken to improve the methods are indicated. Finally, the limitations of
current Reynolds stress modeling applied to separated regions in compressible
flows are shown. The third part of this paper is devoted to the display of
recent results from a large eddy simulation of the flow in a rectangular
channel that was performed at Stanford University. Unlike previous simula-
tions of channel flows (Refs. 1 and 2) where some "law of the wall" is utilized,
these computations are extended completely to the surface and cover regions
where bursting phenomena are observed experimentally. In the fourth part,
conclusions are given regarding the focusing of viewpoints by the predictor,
analysts, and experimenters. The gains that can be derived from strong
interactions between the experimentalist and the analyst in the planning and
execution of their individual activities are indicated.

BRIEF HISTORICAL VIEW

A brief sketch of the historical development of turbulent boundary-layer
analyses is given in Figure 1. No attempt at completeness is made because

231



M. W. RUBESIN

PREDICTIVE MIFTHODS BEHAVIORAL ANALYSIS AVAILABLE MEASUREMENTS

1920

MIXING LENGTH THEORY MEAN VELOCITY FIELD

INTEGRAL MOMENTUM eq. 1930-

REYNOLDS ANALOGY (Pr 1)
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Figure 1. History of turbulent boundary-layer analysis.

the detail would confuse the main trends that emerge from this figure. The
technical papers in the Workshop Session on Analysis and Prediction are placed
relative to the field as a whole. The figure is constructed in three columns:
predictive methods of engineering use; behavioral analyses with their emphasis
on explaining physical behavior; and the state of available measurements. The
time line format is intended to display the dependence of the analytical
methods on the understanding of turbulence mechanisms developed by experiments
and the time lag between an experimental discovery and its reflection in the
analyses.

The chart is started in 1920 to avoid collapsing the information into the
bottom of the figure. Osborn Reynolds' enormous contributions to the field
starting in about 1880 can be considered the beginning of a serious scientific
approach to turbulent flow studies (Ref. 3). Prandtl's work in unifying the
fields of "inviscid hydrodynamics" and "engineering hydraulics" began at the
turn of the twentieth century. At this time, predictive methods were based on
formulas derived from correlations of experimental data or their graphical
counterparts. The German and English groups at this time were developing
mixing length theories to explain the mean velocity measurements in pipes and
boundary layers that were being conducted concurrently. In Prandtl's group,
especially, the need for the close interaction between the experimentalist
and the analyst or theoretician was well understood even at that early time
(e.g., Refs. 4 and 5). Pipe-flow measurements were emphasized for their
technological importance and the ease of measuring skin friction. In the
mid-1930's, activity began in the prediction of aerodynamic flow fields by
using the momentum integral methods (Ref. 6), an idea introduced in 1910 by
von Karman. Predictors were content to use empirically established mean
velocity profiles and skin-friction laws based on boundary-layer thickness
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Reynolds numbers. Shape factors had to be related to pressure gradients
empirically and depended critically on experimental data. This approach
continued for over three decades and its latter forms were contending
methods at the Stanford Conference of 1968 (Ref. 7). Compuations with these
methods could be done by hand or at minimal cost on the computers available in
the 1950's.

In the 1940's, workers in heat transfer were developing modified Reynolds
analogies for pipe flow and boundary layers (e.g., Refs. 8 and 9). These were
based on the mean flow measurements taken in the vicinity of the pipe
surface, called the laminar sublayer and buffer region in the terminology of
the time. The emphasis on the near wall region reflected the rather large
fraction of resistance to heat transfer that occurs there. The new "physics"
introduced by the predictors related to assumptions regarding "turbulent"
Prandtl numbers, for which measurements did not exist at that time, expecially
in fluids such as liquid metals. It is interesting that at this time Professor
Hans Einstein observed that the laminar sublayer was really unsteady (later
reported in Ref. 10). This observation caused the developers of Reynolds'
analogies considerable frustration as the mathematical tools available to them
could not possibly handle such complications. All they could do was ignore
the experimental observation and hope that its effect on the transfer of heat
was negligible. Subsequent heat-transfer tests supported the accuracy of the
computations and justified ignoring some of the experimentally observed
details. This example indicates that experimental evidence of a physical
phenomenon that is beyond the mathematical levels of predictive analysis is
bound to be rejected until mathematical techniques are developed that can
account for the features of the phenomenon and that a need for the added
analytical complication is demonstrated.

In the post-war era of the late 1940's and early 1950's the need forboundary-layer prediction methods became critical in America's missile pro-

grams. The conditions these vehicles experienced could not be simulated
completely within wind tunnels and flight measurements were extremely diffi-
cult. Accuracy was required in predicting aerodynamic heating rates as design
safety factors were kept to a minimum by weight limitations. The methods of
prediction used mixing-length theory, assumed profiles of shear across the
boundary layers, used local density in the Reynolds shear stress, and assumed
turbulent Prandtl numbers. Integration across the boundary layer yielded
velocity and temperature profiles and wall skin friction and heat-transfer
coefficients at given stations. This information was then used in integral
relations to define distributions of the skin friction and heat transfer over
the missile bodies. A significant contribution here was van Driest's
unification of the sublayer and buffer layer through his damping function
(Ref. 11). Despite the crudeness of these prediction methods, they permitted
the design of successful missiles and could even be extended (Ref. 12) to
account for, in an engineering sense, the effects of surface transpiration,
ablation, and small angles of attack. Some failures to describe the effects
of compressibility observed in experiments in transpiration, led predictors
(Ref. 13) to reexamine the available low-speed flow data. This suggested a
two-layer model of the boundary layer, reflecting the "law of the wall" and
"law of the wake" resolution developed by Coles for incompressible flows over
impervious surfaces (Refs. 14 and 15). These ideas were extended for use in
prediction methods by use of two-dimensional finite-difference computations
using parabolic marching schemes in the downstream direction of the boundary
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layer. Compressibility was handled, again, by adding an energy equation and
utilizing a local density in the turbulence model. The power of these
methods was demonstrated at the 1968 Stanford Conference (Ref. 7); they are
still the mainstay of design in the aircraft industry.

During the middle and late 1950's, with the development of improved
experimental equipment, evidence began to emerge that the turbulent boundary
layer was not a quasi-steady, randomly disorganized field, but that it pos-
sessed some organized structure, was intermittent in its character at its
outer edge and, although very dynamic near the wall, could be described by a
repeatable sequence of dynamic events (Refs. 16 and 17). Predictors, again,
ignored these discoveries because they revealed facets of turbulence that were
beyond the available mathematical tools and because the prediction techniques
generally satisfied the design requirements of the time.

The late 1950's saw an increased level of experimental research. Space-
time or space covariance measurements came into being and gave a new view of

the temporal and length scales in the boundary layer (e.g., Refs. 18 and 19).
The 1960's saw the introduction of data conditioning by many of the partici-
pants of this workshop. Analysts began to attempt to understand and explain
the mechanisms leading to the features observed and measured in the labora-
tory. Principal in this activity is Professor Landahl, who is presenting a
following paper. He and his colleagues have used an earlier developed wave
mechanics description of turbulence (Ref. 20) to describe the mechanisms of
the "bursting" phenomenon observed in the near wall regions of the turbulent
boundary layers (Refs. 21 and 22). Another enlightening view of the structure
of turbulence was due to Professor Lumley with his method of large-eddy
decompo!i.ion as applied to covariance data (Ref. 23). Insights into the
statistrily principal large-scale structure in the wake of a cylinder and
in a flat-plate boundary layer (Refs. 24 and 25) have resulted from applica-
tion of this method. Also, examinations are under way to determine if the
remaining small-scale turbulence can be represented with an eddy viscosity
(Ref. 26).

One of our workshop coordinators, Professor Abbott, and an author of a
workshop paper in behavioral analysis, Professor Walker, examined the dynamic
behavior of the near-wall region of a boundary layer between successive bursts
through leading order analysis of the time-dependent, three-dimensional
Navier-Stokes equations (see Ref. 27 for the latest developments of this
work). They found the leading order expression for the axial velocity to
have the form of the one-dimensional transient diffusion equation containing
tne molecular diffusivity. The mean axial velocity in the near-wall region
of the boundary layer could be represented by the time average of the solu-
tions of the instantaneous velocity in the period between bursts. This
period, made dimensionless by the time scale based on wall parameters, was
established from detailed comparisons with boundary-layer data. From the

viewpoint of a complete theory, the weakness of this method lay in its
inability to handle the violent bursting period and to account for the intense
Reynolds stresses that develop there. In this workshop, Professor Walker
describes his recent analysis toward bridging this gap. In this study, the
reaction of a viscous fluid in the vicinity of a surface to a large, inviscid
vortex moving along the surface with its axis transverse to the flow is
computed with a finite difference technique. For this two-dimensional problem,
Professor Walker demonstrates that physically stable solutions cannot occur.
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Late in the 1960's, the power of electronic computers rose to the point
where the calculation of the largest features of turbulence became a possi-
bility. Pioneers in this field were the atmospheric physicists at the
National Center for Atmospheric Research (e.g., Ref. 28). Professor Orszag,
a contributor to this workshop, worked with the NCAR group (e.g., Ref. 29)
and is responsible for many of the mathematical advances this area of research
has enjoyed. In his paper for this workshop he will demonstrate that these
techniques have developed to the point where predictors can even attempt to
determine the means or the conditions required for dynamically inhibiting the
transition process.

Another interesting development in predictive analysis has been the
development of a statistical theory of turbulence by Prof. Paul Libby that
accounts for intermittencies within the flow (Ref. 30). This approach is

still in its early stages but should prove to be a powerful tool for studies
of chemically reacting flows and mixing processes.

Finally, there have been several developments in the field of large-eddy
simulations of flows of interest to those involved in studies of turbulence
structure. The work at NCAR expanded from atmospheric studies to include the
computation of the flow within a channel (Refs. I and 2). Although this
early work did not attempt to resolve the flow in the near-wall region, but
used near-wall models instead, some structural features seemed to develop.
At Stanford University, a research program in large eddy simulation has been
under way for about 6 years. The most recent computation performed also
addresses the turbulent channel flow (Ref. 31). This work, however, no
longer models the near-wall flow, it computes the eddy structure directly to
the surface. It is encouraging that features akin to experimentally observed
coherent structures develop in these calculations.

From this brief historical review, certain important trends are evident.
First, experiments had to precede either predictive or behavioral analysis.
Predictive analysis needed the statistical experimental results to reintro-
duce much of the phase and wavelength information lost in the Reynolds
averaging process, and the behavioral analysis needed experimentally observed
phenomena to explain. A second point that emerges from this review is that
predictive analysis is constrained to the mathematical tools available at the
time. Experimental discoveries of features that cannot be handled mathe-
matically are generally ignored as unnecessary complications of the predictor's
orderly world. Finally, it appears that the rapid development of computers
has allowed the analyst to begin computing the boundary layer in a more
physically realistic manner that captures some of the time-dependent features
observed in the laboratory, resulting in a smaller gap between the states
of the art in experimentation and prediction.

TRENDS IN REYNOLDS STRESS EVALUATION

Except for the method described in Ref. 27, predictive analyses are based
on the solution of Reynolds-averaged or long-time-averaged steady-state
boundary-layer equations. The coherent or large-scale turbulence structure,
observed experimentally, is accounted for only in a statistical manner in that
the time-averaged Reynolds stresses are modeled according to time-averaged
experimental data. It is not clear how general such a statistical approach
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will be for boundary layers experiencing different environments, such as
pressure gradients, curved surfaces, or three dimensions. Under these
conditions, the large-scale structure may be modified considerably from that
on a flat plate, thereby altering the elements within the statistical mix.
Since data on structure have been obtained principally within flat-plate
boundary layers, they provide no guide to means of broadening the range of
applicability of Reynolds stress modeling. As a consequence, predictors are
forced to base their models on measurements of mean quantities. The status
of a Reynolds stress modeling assessment based on the author's experience
with a variety of models applied to attached boundary-layer flows is
indicated in Figure 2. The figure is divided into three columns: the model-
ing level, the types of data that were used to establish modeling coefficients,
and the observations that have resulted from comparisons with experimental
data for the hierarchy of modeling levels.

The lowest level of modeling indicated in the figure describes tech-
niques of representing the Reynolds shear stress in the mean momentum equation
with a constitutive relationship depending on the product of an eddy viscosity
and the local mean rate of strain. It is called first-order closure because
the modeled constitutive relationship is applied directly in the mean momentum
equation, a first-order equation. Since algebraic expressions are used to
relate the eddy viscosity to the variables of the mean motion and the approp-
riate length scales, these are also called zero-equation models in that they
introduce no additional partial differential equation to describe the boundary-
layer flow. It has become customary to divide the boundary layer into two
layers for modeling the eddy viscosity. In the inner region close to the
surface, the eddy viscosity is most commonly expressed in terms of the Prandtl
mixing length, 1-m = ky, reduced by the van Driest damping factor. In the

outer region, the eddy viscosity usually is treated as uniform across the
entire boundary layer at a value scaled with the kinematic displacement thick-
ness and the boundary-layer edge velocity (Clauser model). Alternatively,
the mixing length can be treated as uniform at a value scaled with the
boundary-layer thickness (Escudier model). The scaling or modeling constants
that are used in the eddy viscosity or mixing length expressions are based on

MODELING LEVEL DATA OURCE OBSERVATIONS FROM DATA COMPARISONS

FIRST-ORDER CLOSURE u(v). co e MAINSTAY OF ENGINEERING METHODS

0 - o. MODEL) e FINE TUNED FOR BOUNDARY LAYERS MTH SMALL dpdx

0 POOR FOR SEPARATED FLOWS

SECOND-ORDER CLOSURE

I - e. 1* or DISSIPATION RATE 9 WITHOUT MODEL TUNING. MODERATELY IMPROVED ACCURACY
FOR SUBSONIC AND SUPERSONIC FLOW IN MILO PRESSURE GRAOIENTS

2 - 4q. 4. SCALE) "S

* FOR SUPERSONIC FLOWS WITH LARGE ADVERSE PRESSURE
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9 UNIVERSALITY OF R.S.E. MOODUS IN OUESTION

Figure 2. Status of Reynolds stress modeling.
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measurements of mean velocity profiles through the boundary layer and on
local skin-friction coefficients backed out from momentum balances or measured
by some type of surface gage.

This type of modeling, although blind to the actual dynamics of turbulence,
is still the mainstay of aerodynamic design methods (Ref. 32). Extension to
three-dimensional boundary layers has been accomplished in most cases by
treating the eddy viscosities as scalars being equal in the direction along
and across the flow. Increased accuracy of prediction has been achieved by
fine tuning the Karman "constant" and the van Driest damping parameter to be
functionally dependent on the local pressure gradients to improve comparisons
with experimental data.

Predictors have not been content with this level of modeling primarily
for two reasons: first, there is an implied equilibrium between the turbu-
lence and the mean flow regardless of the rapidity of changes in boundary
conditions, and, second, the length scales utilized in establishing the eddy
viscosity apply to a simple attached boundary layer and must be modified
rather drastically if an additional length scale is introduced. An example
of the latter situation would be the boundary layer downstream of a tangen-
tial film cooling slot or on a wing flap. Both of these equilibrium and
length-scale effects make this level of modeling quite poor for separated
flows.

Attempts at improving the turbulence models to overcome the inherent
weaknesses of the first-order closure models has led to methods where the

closure is achieved within the partial differential equations representing
one or more of the second moments of the turbulence fluctuations. As these
equations are usually solved in the steady state, only the gradual rate pro-
cesses in the development of the turbulence are being considered. This level
of modeling also ignores the details of the organized structure of turbulence.
Over the years, a hierarchy of models of increasing complexity has developed.
The simplest utilize a single differential equation to define a particular
turbulence quantity. For example, the Glushko model (Ref. 33) expresses the
kinetic energy of the turbulence with a differential equation. This kinetic
energy and an algebraically defined length scale are combined to yield an
eddy viscosity. Alternatively, Bradshaw et al. (Ref. 34) utilize a single
differential equation to define the turbulent shear stress directly, thereby
avoiding the use of the eddy viscosity concept and thus allowing shear to
exist in regions of zero velocity gradients. Bradshaw's closure model also
requires an algebraically defined length scale.

Because the length scale of turbulence itself may be out of equilibrium
with the mean flow, two-equation models have been developed where both ingre-
dients of the eddy viscosity, the intensity and the length scale, are
represented by differential equations. Modeling in these equations usually
requires experimental knowledge of the ratio of the local shear to kinetic
energy in addition to the mean velocity profile (see the second column uF
Figure 2). Although these models can treat turbulence intensity and scale
out of equilibrium with the mean flow, their use of an eddy viscosity still
links changes of the Reynolds stresses tightly to rapid changes of the mean
rate of strain. To loosen these ties and to avoid forcing the alignment of
stress and strain, several models have been developed that compute the
individual components of the Reynolds stress tensor (e.g., Refs. 35 through
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37). For an incompressible fluid, these methods involve at least six addi-
tional partial differential equations. To establish the modeling coefficients
in these equations, use is made of ratios of the normal Reynolds stresses
obtained either from a homogeneous shear flow experiment (Ref. 38), or from
-measurements in the logarithmic region of a flat-plate boundary layer (Ref,
39).

During the past few years rather extensive comparisons have been made
between experimental data and predictions based on the hierarchy of second-
order closure models (e.g., Refs. 40-42). Because the modeling coefficients
are based to a large extent on data from flat-plate experiments, it is not
surprising that the models "predict" the mean flow over flat plates and sur-
faces experiencing small pressure gradient quite well. Even the effects of
compressibility are correctly accounted for up to Mach numbers of about 5,
either through the use of Favre mass-weighted dependent variables (Ref. 43),
or with primitive variables and additional modeling coefficients in equations
for turbulent heat flux and the intensity of thermal fluctuations (Ref. 36).
In regions of intense adverse pressure gradients at supersonic speeds, these
methods predict the rise in local skin friction that agrees with data better
than predictions based on the first-order closure models. For the mean flow
quantities, velocity profile, skin friction, etc., there seems to be no
advantage in the full Reynolds stress models, at this time, over the two-
equation eddy viscosity models. That the full Reynolds stress models still
require improvements to accurately describe the anisotropy of boundary-layer
turbulence and to enhance their potential for universal application will
become evident from the figures that follow.

Figure 3 shows a profile of the component of the dissipation tensor 01
measurd in a low-speed flat-plate boundary layer by Klebanoff (Ref. 39),
compared with predictions of the full Reynolds stress turbulence model
originated by Donaldson and expanded in Reference 36. The dissipation tensor

component DII 2v U was chosen for this comparison because it is a
1 ax-

directly measured quantity when the Taylor hypothesis is invoked to relate
traces of the u velocity in time to velocity gradients in space. Other
measures of dissipation require approximations; the turbulence kinetic energy
dissipation, for example, requires additional assumptions regarding the
isotropy of the dissipation process to account for terms such as (aw/z)
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Figure 3. Comparison of experimental and modeled dissipation rate tensor
component.
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which cannot be measured directly. The ordinate in Figure 3 is the distance
from the wall y normalized by the experimental boundary-layer thickness. It
is observed, that the dissipation increases greatly as the surface is
approached. Of course, this ordinate stops short of the sublayer region next
to the surface where the dissipation of the turbulence again diminishes. In

the region of large dissipation near the wall, it is observed that the com-
putational method overpredicts the dissipation rate by a factor of about 3.
The turbulence model in this particular calculation was based on a scalar

dissipation length scale, equal in magnitude in all directions. It was
demonstrated in Reference 41 with a near-wall asymptotic analysis, however,
that the dissipation length scale adjacent to the surface should really be a

vectorial quantity having significantly different values normal and parallel
to the surface. To account for this anisotropic character, a differential
equation model for a tensor length scale is currently under development
(Ref. 44).

The table in Figure 4 shows another direction that modeling of the full
Reynolds stress equations is taking to broaden their range of application.
The author is indebted to Professor Launder for the information in this table.
The figure shows a comparison of the relative measured spreading rates of a
plane jet, a plane asymmetric wake, and a round jet with corresponding predic-
tions based on the most general Reynolds stress model in existence (Ref. 45).
The column labeled "Single Scale" refers to calculations based on the turbu-
lence kinetic energy dissipation rate or scale equation of Reference 45.
From this column, it is seen that the model gives an excellent prediction of
the spreading of the plane jet. Incidentally, the modeling constants employed
throughout the computations were essentially the same as those used in success-
ful predictions of attached boundary-layer flows. Thus, the same model can
predict both the attached boundary layer and the plane jet. When the model is
applied to computing the plane asymmetric wake, it is found to underpredict the
spreading rate by 1/3. For the round jet, it overpredicts the spreading rate
by about 3/2. Professor Launder identified the source of inaccuracies in
these applications in the use of a single-scale equation. In some preliminary
work, Launder and his colleagues have extended a two-equation eddy-viscosity
model to include a scale or dissipation equation that is divided into two
equations; the first represents the energy dissipation rate transferred to the
small scales from the large, and the second, the rate of dissipation at the
small scales. The effect of this bimodal scaling is to introduce some spectral
information into the modeling. The improvements achieved by this modification,

FLOW FIELD SPREADING RATE

EXPERIMENTAL SINGLE SCALE DUAL SCALE
°

PLANE JET,- 1.0 1.0 1 0
dx

PLANE ASYMMETRIC

WAKE d 90 60 88
u dx

ROUND JET. ± 79 110 95

'PRELIMINARY RESULTS FROM LAUNDER

Figure 4. Measured and Reynolds stress predicted spreading rates of jets and

wakes.
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in its preliminary form, are estimated to be as indicated in the column
"Dual Scale" in Figure 4. Significant improvement in the predicted spreading
rate of the different flow fields results from these changes. Thus, the
introduction of spectral information, especially, the spectral changes
between different positions in the flow, may contribute to making the Reynolds
stress models more universal. Experimental information on the large coherent
structure throughout different flow fields could prove to be most helpful in
such new modeling endeavors.

Second-order Reynolds-stress modeling has recently been introduced into
the time- or Reynolds-averaged compressible Nav'er Stokes equations to permit
the solution of flow fields where strong interactions occur between the invis-
cid and viscous portions of the field. An example of such a calculation is
shown in Figure 5. The flow field computed is indicated schematically at the
top of the figure. Air is introduced into a cylindrical test section through
a nozzle that produces a flow of Mach 1.4. A standing normal shock wave is
generated within the test section with a controllable downstream obstruction
(Ref. 46). The shock wave so created was thought to possess sufficient
strength to separate the turbulent boundary layer on the walls of the test
section and create a test zone of separated flow. The skin friction was
measured in this experiment with a buried wire gage (Ref. 47) located at a
single station. Surface pressure was also measured at this location. By

NOZZLE: -- TEST SECTION -DIFFUSER

SHOCK
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Figure 5. Reynolds stress modeling in Navier-Stokes equations for shock-wave

boundary-layer interaction.
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small variations in the axial position of the shock generator, the normal
shock wave could be moved in a controlled manner axially along the test sec-
tion relative to the pressure tap and skin-friction gage providing the means
of mapping the profile of data indicated on the skin friction and surface
pressure plots. The calculations shown are from Reference 48 and include the
first-order model described earlier and two second-order models of one
equation (Refs. 33 and 49), and two equations (Ref. 37). From the lowest
part of the figure, it is observed that the surface pressure distribution is
well represented by all of the models, though the first-order zero-equation
model yields the best agreement with the data. From the skin-friction plot,
however, it is seen that the first-order model fails to capture the rise of
skin friction in the data in the downstream portion of the interaction zone.
Of the second-order models, the one-equation model is the better in predicting
the skin friction in this region, but is the poorer at the upstream portion.
At this point in time, then, if interest centers on the boundary-layer
development downstream of separation and reattachment it appears that one
must utilize second-order models to achieve proper predictions. Recent
reinterpretation of the data of Ref. 46 by G. Mateer suggests that the flow
was not separated in the experiment; this would allow the tentative suggestion
that the two-equation model may be the best of the three for defining the
conditions for incipient separation.

From this brief description of the status of Reynolds stress modeling,
it is evident that considerable improvement is needed before the method can
be considered universally applicable. Improved definitions of the anisotropic
and spectral character of the turbulence are the main directions the research
is taking. However, it is not clear that the increasingly complex models are
converging onto a universal global model. Can a method that treats turbulence
as a steady-state phenomenon be expected to handle turbulence in a global
fashion?

It is this question that has led to an acceleration of research into
methods in which the large eddies of a particular flow field are simulated on
a computer. The next section describes such a simulation of incompressible
flow in a channel.

SIMULATION OF INCOMPRESSIBLE TURBULENT FLOW IN A TWO-DIMENSIONAL CHANNEL

The author is indebted to Mr. Moin and Professors Reynolds and Ferziger
for allowing him to use the material in this section prior to its publication
in Reference 31. As grant monitor of this research, I found the results to
be most exciting because they revealed many features akin to those observed
in experiments of coherent structure and bursting phenomena. I knew they
would be of particular interest to the participants of this workshop and am
pleased that they could be included here. These computations also offer the
opportunity to emphasize one of the themes of this paper, namely, that
advances in computational fluid dynamics is closing the time lag between
experimental discoveries and analysis, both theoretical and numerical, and the
time is approaching when collaboration between the different investigative
processes will be most fruitful.
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The principal objective of the research of Reference 31 was to simulate
the large eddy structure of the turbulent flow within a two-dimensional
channel, but to be different from the work of References I and 2 by numeri-
cally resolving the near wall region and thereby avoiding the need for invok-
ing some sort of instantaneous "law of the wall." The latter was done in
References 1 and 2 and many of the real aspects of physical behavior that
exist in the real wall region were missed. The computational volume used to
represent the flow in the two-dimensional, rectangular channel of height 25
is indicated in Figure 6. A Cartesian coordinate system is employed with its
x-axis aligned in the streamwise direction of the mean flow, the z-axis is
parallel to the channel walls, and the y-axis is normal to the walls with its
origin on the channel centerline. Because pseudospectral methods are employed
in evaluating the partial derivatives of the dependent variables, u, v, w,
and p in the x and z directions, it is required that the conditions at oppo-
site faces of the computational volume to be periodic. For such boundary
conditions, it is necessary to use a computational volume large enough in the
x and z directions to avoid having the bulk of the flow within the volume
dominated by the boundary conditions. Experience with computations of homo-
geneous isotropic turbulence (Ref. 50) indicated this can be achieved by
setting the length of a side of a computational volume to be about twice the
experimentally determined two-point correlation length in that direction.
Experimental data from a channel flow experiment of Compte-Bellot (Ref. 51)
indicates that when rI > 3.26 and r3 > 1.6d Rll(r l , o, o) and R1l(o, o, r3)

are both negligible. Distances approximately twice these were chosen as the
lengths of the sides of the computational parallelopiped in these computa-

NO, tions. In the y direction, the computational volume extends from the lower
to the upper channel wall.

The next stage of the computation involves the selection of the computa-
tional grid configuration, subject to the constraints imposed by the capacity
of a CDC 7600 computer limited to about 323 grid points for computations of an

incompressible flow field. The relatively low Reynolds number experiment of
Hussain and Reynolds (Ref. 52) was selected for simulation, and this fixed
uT/ d/v 640. Data on coherent structures near surfaces (e.g., Ref. 53)
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Figure 6. Computational volume employed in large eddy simulation of channel
flow.
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+ O n +
indicate spacings of features to be X 100 and 440 in wall unit nota-

tion. To resolve these features, with 4 mesh points per wave length, would
require 37 and 82 grid points in the x and z directions, respectively. Because
the intended improvement of these calculations over those of References 1 and
2 was the resolution of the near wall region, Moin et al. (Ref. 31) wanted to
reserve 65 grid points for the y direction. The total number of grid points
needed to resolve the flow field accurately exceeded the capacity of the com-
puter, so that a compromise had to be adopted. Moin et al. elected to use
16 grid points in both the x and z directions, which in wall units meant grid

spacings of A+ = 168 and A = 251. Thus, the real features in the z directionZ X

4i cannot be resolved, and any structure shown in this direction has to be inter-
preted in a qualitative sense. Although the failure to resolve the real
structure in the x direction is less severe, care must still be exercised in
interpreting the calculational output because of this "anisotropic" resolution.

The basic equations in this large-eddy simulation are the Navier-Stokes
equations in primitive variables, the three velocity components, and the
pressure, that have been filtered (Ref. 54, in the x and z direction. Thus
the new, filtered dependent variables are weighted means over elemental
areas parallel to the channel surface. Their spatial derivatives in x and
z are obtained by pseudospectral methods, whereas those in the y direction are
established from a second-order finite-difference scheme.

The filtering process yields equations similar to the original Navier-
*" Stokes equations but with additional terms based on scales of turbulence

comparable to and smaller than the grid-spacing dimensions. Since the com-
putations are "blind" to these scales of turbulence, these terms must be the
modeled. Moin et al. (Ref. 31) adopted the Smagorinsky model (Ref. 55) for
the bulk of the channel, but near the surfaces they modified the model to
include the effects of molecular viscosity. The scaling constant in the latter
model is evaluated by requiring the two models to yield the same subgrid eddy
viscosity averaged over the plane where y+ = 27. The length scale in the
subgrid model is then taken as either the cube root of the grid element volume
or the Prandtl mixing length, whichever is smaller. The authors recognize the
heuristic nature of this model, but feel the overall behavior of the computa-
tions are not seriously compromised by its adopted form.

The manner of starting the calculation required additional decisions. In
nature, the fluid attains its fully turbulent character after having undergone
a transition process in the entrance of the channel. The simulation of this
process in itself is a major undertaking and is avoided here. What Moin et al.
do is start their computations with an initial dynamic flow field that can
extract energy from the mean field and sustain the turbulence. In time this
field loses its initial identity and establishes a fully developed, stationary
turbulence field. The computations begin with a velocity field composed of
three superimposed elements: (1) the two-dimensional mean-velocity profile
observed in the channel; (2) an initial three-dimensional large-eddy field
made up of the principal eigensolutions of the Orr-Sommerfield equation
employing the mean velocity profile; and (3) a random phased velocity field
with an amplitude about 10% of the large eddy. The authors had to adjust the
intensity of the Orr-Sommerfield eddy upward and reduce the magnitude of the
Smagorinsky modeling constant below that for decaying isotropic flow before

Z43



M. W. RUBESIN

solutions would result in which the turbulence would not decay to a vanish-
ingly small value but maintain itself and achieve a self-sustaining stationary
dynamic character. The results of such a calculation are indicated in the
figures that follow.

Figure 7 shows the resolvable velocities uU-and at a representative-tT
u 

u

point x, z, over half of the channel width at two instances in time. These
values were obtained after the solution developed into a stationary dynamic
state and the two times are when the velocities represent close to the
extremes in maximum and minimum values during a cycle of the large-eddy
structure. The corresponding u/uT and v/u velocity components are coded with

the same lines. The crosses represent the mean axial velocity over two cycles
of oscillation. It is observed that when the u/uT is less than the mean, the
corresponding 7/u is generally positive, indicating an overall lifting of

retarded fluid. Very close to the surface, y/6 > 0.93, the 7/u is downward
for this case, and it is not clear what this signifies or if it is a usual
occurrence. At the other extreme, when /u is greater than the mean, -/uT
is everywhere negative or sweeping downward. This last description is
analogous to the conditions that prevail at the end of a "sweep" in an experi-

* mentally observed bursting sequence. The lifting of the retarded fluid also
has its experimental counterpart.

To date, the numerical data have not been analyzed sufficiently for other
values of x and z to be able to establish a characteristic three-dimensional
pattern of the dynamic flow field; however, a few spot checks at other values

-- / 
X ENSEMLE AVERAGED

, / 
OVER CYCLE

X 
X

FI /X
X X

X I
II . .. x

Figure 7. Instantaneous resolvable velocity profiles at a representative
point in x,z.
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of x and z, at the same instant of time, show variations in the local velocities
comparable to those indicated on this figure at different times.

Figure 8 shows the instantaneous values of u/uT across the channel at a

value of y+ = 3.78 and at several x positions along the computational volume.
The patterns at each of the x stations are similar. The variation in ii/u

T

in the z direction is quite large. This implies regions of slow-moving fluid
between jets along the surface. It should be recalled that the numerical
resolution in the z direction in these calculations was inadequate to resolve
the streaks observed experimentally; however, it is most encouraging that the
calculations show features that are akin to the experimentally observed
streaks. Further examination of the numerical data is required to learn if
the low-speed portions of the streaks rise during the bursting process as is
believed to occur in the experiments. Further examination of the numerical
data will also reveal if the streaky character of the near-wall fluid motion
contains a significant amount of axial vorticity and if it moves up and down
as would be suggested by the horseshoe vortex models.

The behavior of the instantaneous Reynolds stress averaged over eacn y -

plane in the computational volume is shown in Figure 9 at three instances

I..

U/u..

2

7-U

x - 2Ax

4

3

2
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2 -

0 4 8 12 16
.z

Figure 8. Instantaneous axial velocity profiles across computational volume
at four stations, y+ = 3.78.
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Figure 9. Instantaneous profiles of Reynolds shear stress averaged over
horizontal plane of computational volume.

during a representative cyclic period of the large eddies. Here the time

indicated, T, has been made dimensionless by division with v/u , and the

Reynolds stress has been normalized by u2. The straight line diagonallyT"

across the figure represents the time-averaged shear stress distribution that
occurs over a half channel width. The results indicate large changes in the
instantaneous, planar-averaged Reynolds stress from time to time during the
cycle. If the numerical data were not planar-averaged the changes from time
to time would even be larger. To date, no correlation has been made between
these numericrl data and the velocities themselves to establish the portions
of the oscillation period of the large eddies that produce the largest con-
tributions to the Reynolds shear stress.

If the data of Figure 9 are conditionally averaged in time over a
specific period of the large structure oscillation, the Reynolds shear stress
distribution indicated in Figure 10 results. Again, the diagonal line
represents the time averaged total shear stress that balances the applied
mean pressure gradient. If many periods of large eddy structure were averaged
this straight line would be expected to result. Near the surfaces, y/ = fl,
the total shear stress is made up largely of laminar stress and this accounts
for the approach by the Reynolds stresses to a zero value there. The data
represented by the open symbols represent the contributions of the resolvable
scales of the turbulence, whereas the solid symbols include the contributions
of the modeled subgrid scales as well. Over the center half of the channel,
the modeled subgrid contribution is negligibly small. Near the surfaces, at
y/6 t 0.7, their contribution rises to about 10% of the total turbulent
stress. It should be recalled that the contribution of the subgrid model is
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Figure 10. Planar and conditional averaged Reynolds shear stress.

very dependent on the particular grid system and subgrid model employed, so

that the results of this figure are not general. A small subgrid contribu-

tion, however, indicates the present calculation is capturing the bulk of the
Reynolds stress producing eddies.

Figures 11-13 show a comparison of the computed Reynolds normal stresses
in the near-wall region and data from the experiments of Clark (Ref. 56),
Hussain and Reynolds (Ref. 52), Compte-Bellot (Ref. 51), and Laufer (Ref. 57).
Two abscissas are utilized: the value of y/6 corresponds to the numerical

+ (6Y)U T
results of Reference 31, and the wall distance parameter, y -I I

corresponds to each of the experiments and the numerical results. The latter
coordinate is the more significant. The ordinates in these figures are

- < T>) 
2 >/ut, />u, and X /u 'r, respectively, where the bracket < >

indicates combined spatial average over a horizontal plane, y = const., and
conditionally averaged in time over a cycle. Again, the open circles repre-
sent the resolvable terms alone and the closed symbols include the subgrid
modeling.

Figure 11 compares the computed component of turbulence intensity in the
axial direction (x) with experimental data from three experiments (Refs. 51,+
52, and 56) in the near-wall region where y < 128. The intensity is normal-
ized with u . Although it would be expected that use of the near-wall

coordinates would collapse the data of the three experiments, even though
they cover a rather large range of Reynolds number, the data do not collapse
onto a single curve but show differences of about 30% in intensity. The
peak experimental intensities occur in the range 12 < y+ < 22. Though
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Figure 11. Planar-averaged and conditional-averaged Reynolds normal stress
in axial direction.

somewhat higher than the experimental data, the numerical results possess the
same general character as the experimental data and peak at y+ = 25, which is
rather close to the point where the experimental data are maximum. The sub-
grid contribution here is very small and, therefore, the calculated large-
scale turbulence represents the bulk of the normal stress in this direction.

Figure 12 shows a comparison of the normal intensity in the z direction
across the channel with the data of References 56 and 57. Although the use
of neer-wall coordinates does not collapse these data either, the two sets of
data show a similar character, but seemingly displaced by about a Ay+ = 30.
Again, the computed results possess the same general character as the data,
though with somewhat higher values. It is observed that the subgrid contri-
bution is larger for this component of intensity than in the previous figure.

Figure 13 shows the behavior of the normal intensity perpendicular to the
surface. The agreement between the data of the experiments of References 56
and 57 is remarkable when it is considered how difficult v measurements are.
Here, the directly computed large-eddy structure does not behave as the data.
Only when the rather large contribution of the subgrid model is added do the
computed results fall into general agreement with the experimental data. It
appears from the last three figures that the calculations in their present
form are not handling the normal Reynolds stresses uniformly. The subgrid
model dominates the component perpendicular to the surface, whereas it makes
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little contribution to those components parallel to the channel surfaces.

This suggests that subgrid scale modeling modifications are required to
account for the anisotropy of the turbulence in a more uniform manner. In

1.8 -

CLARKO (168 Re-15

SSGS CONTRIBUTION ADDED

.4 e-- 0- LR 168 e 50

.2 - LAUFER (1964) R - 2S000

1.2

f6 1 ---------

-. 0 COMPUTATION -
y.20

6

32, 64 96 2
y

Figure 12. Planar-averaged and conditional-averaged Reynolds normal stress in
crossflow direction.
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Figure 13. Planar-averaged and conditional-averaged Reynolds normal stress in

direction perpendicular to surface.
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Figure 14. Mean velocity profiles in channel.

particular, the assumption regarding the length scale as the cube root of the

element of grid volume may be the weakness indicated here.

As a final assessment of the large-scale simulation, Figure 14 showsa
comparison of the long-time-averaged results in the classic wall layer
coordinates with the mean velocity profiles measured in References 51, 52, and
57. It is noted that the near-wall coordinates do not collapse the experi-

-'~2 -I

mental data at y+ > 50. At these values of y+, the results of the numerical
simulation lie about 12% higher than the Hussain and Reynolds experimental
data at the same Reynolds number, but are lower than Laufer's data, which also
include the computed Reynolds number. Toward the surface at y+ < 50, the
numerical results cross over the Hussain and Reynolds data and approach thea +
sublayer at values a little below u = y . For a first attempt at computing

the y l0 region, these results are most encouraging.

CONCLUDING REMARKS

A review of the state of boundary-layer analysis for engineering predic-
tions reveals very little reliance in the past on the dynamic experimental
observations of coherent and organized structure. Computational techniques
generally available have been inadequate to account for these dynamic physical
effects. Predictive techniques have had to rely mainly on Reynolds averaged
equations developed from statistical experimental data in a sequence of more
complex methods.. Current design needs, however, are forcing consideration of
more global techniques, and it is not entirely clear that a global model is
within the capabilities of the most complex of the Reynolds stress models,

even if new effects such as spectral changes or nonisotropic scales can be
included. Rapid evolution in the capacity and speed of computers has raised
the prospect of a more general alternative to the Reynolds stress approach.
This is the simulation of the larger scales of turbulence on a computer in a
three-dimensional time-dependent calculation. A rather successful simulation
has been presented here. The practicality of ultimately using such a method
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in real design problems depends critically on defining the minimum three-
dimensional spatial resolution required to capture the essential character of
the turbulence in a variety of flow fields. This process cannot be performed
with the computer alone, but will require guidance from the experimentalist,
the behavioral analyst, and the theoretician. Some of this interplay between
the computational needs and experimental data are shown in the example of
large eddy simulation described herein. The behavioral analyst, by employing
theory and/or detailed zonal numerical computations, can contribute much to
the definition of the minimum resolution required in a larger global problem.
A good subgrid theory will push the required grid resolution toward
practicality at an earlier date. Even if the prospect of an early application
of large-eddy simulation to design is proven to be poor, continued application
of the method for simple flow fields, such as a flat-plate boundary layer, will
prove to be an enormously valuable research tool. Provided the method can be
verified against experimental data, the wealth of information contained within
the solution should be most useful to the experimentalist by filling in the
information between his discrete sensors and providing him with an overall
picture of the processes in a variety of frames of reference or dependent
variables. These computations should also suggest new critical experiments.
Numerical simulation of simple flows also can provide the predictor with
improved Reynolds stress models. Thus, numerical large eddy simulation has
the potential of focusing our research in turbulence by drawing upon the most
detailed experimental and analytical investigations and, in turn, returning
information where the experimental techniques and theoretical methods, them-
selves, are limited. The day when the predictor can choose to be oblivious
to the observed details of turbulence, or the experimentor can ignore the
needs or the findings of the analyst is rapidly drawing to a close.
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DISCUSSION

Orszag:

In the large eddy simulation, how accurate was the predicted
wall skin friction? Secondly, was anything special done in the
sub-grid model close to the wall?

Rubesin:

An indication that the mean skin friction was predicted well
is implied by the law of the wall, which was predicted relatively
well. We still have a great deal to learn about what to do near
the walls, where the mesh shapes are very anisotropic.

Reynolas:

4al : add to that just a little bit? The calculation was
,*,a- -'jn oith thr 'in friction specified, and the mean flow

1.- i: ,e' iccel- 2d) to match that. So what you really
*. . iccuracy of the through-flow, and that

-, . : t. The Smagarinsky model assumes equi-
- , " -. ' ddies and the small eddies, and the
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Reynolds: (Cont'd)

Smagarinsky model used in the outer region is based on iner-
tial scaling for the dissipation. Near the wall the dissipation
scales on viscous parameters, and so the modified Smagarinsky
model was modified near the wall to bring in the viscous para-
meters at low turbulence Reynolds numbers. The details are in
Dr. Moin's Dissertation.

Bradshaw:

The calculated log law looked rather higher than the stan-
dard log law as evidence, for instance, by the Hussain and
Reynolds data. However, the bulk Reynolds number of the flow
was pretty low, and it is known from the work of Patel and
Head, for example, that at low bulk Reynolds numbers in duct
flows,the log law does indeed start to rise. It might be worth-
while cross-checking calculations with the Patel and Head work
to see whether you are really getting the right rise in log law.

One of the most encouraging things about the large eddy
simulations is the way that one can get pressure fluctuation
data from them. In particular, you can get specific measure-
ments of the pressure-strain correlation which is what one would
like to put in ones Reynolds stress models.

Reynolds:

I brought the pressure-strain curves with me and will give
them to you.

Hussain:

Could computed large-scale streaky structure near the
wall be utilized to determine the instantaneous vorticity
distribution or contours?

Rubesin:

Yes. The streamwise vorticity contours showed a concen-
tration of vorticity very close to the surface was followed over
an interval of time by a lifting off and a sort of a spreading.
This region of vorticity was observed to grow and collapse re-
petitively. However, I caution that we can't really look at
these answers quantatively because the resolution in the z
direction in this particular computation was not sufficient to
resolve the experiments. This technique shows potential, but I
don't think we really want to start comparing it with detailed
fluctuation data at this stage.
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Morokovin:

I would like to suggest that we should shift our attention
from trying to understand the large scale eddies in one very
special equilibrium flow (which is what we had all day yesterday)
to examining whether that understanding will allow us at least
physical ideas of what happens for all sorts of other flows. This
is particularly important, for example, when the large scale
eddies are subjected to changes from one condition to another via
pressure gradients of various kinds. I am particularly interested
in whether you have any coments on the possible role of the
large eddy in understanding reattachment of a boundary layer.
Do you really need to have additional scales associated with
presumably large scale phenomena?

Rubesin:

The limited objective of our particular group is to be able
to model the near field of a three-dimensional separation. This
is a particular problem which raises the questions that Mark men-
tioned and is an example of how design needs are forcing more
reality into our predictive techniques.

Landahl:

The large-eddy simulation indicated that the small-scale
contribution to the Reynolds stress was fairly small except
near the wall. How was this determined?

Rubesin:

It's my understanding that the sub-grid stresses were
computed in the calculation and were imposed on the large-scale
field.

Reynolds:

That's correct.

. Eckelmann:

t You said you did have very good agreement, but you had a
large Reynolds number range in the data, and you made the com-
parison on a y/6 basis. I think you should make all comparisons
on the basis of y+ values. The experimental data will behave
this way too if you plot them on the basis of y instead of on
the basis of y/ basis. I think you should make all compari-
sons on the basis of y+, which requires replotting of all experi-
mental data on a y+ scale. If you do this, the maximum is shifted
towards higher y+ values. The experimental data will behave
this way. Plot them on the basis of y+ instead of on the basis of
y/6. When plotted vs. y/6, the maximum is dependent on the
Reynolds number. Thus, the higher the Reynolds number, the
closer the maxima is to 0.
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Rubesin:

Well, in this particular example, the Reynolds number of the
computation agreed with the Reynolds number of the experiments,
so there is still a disagreement as to where the maxima appear.

Reynolds:

The curves near the wall were plotted on a y basis, and
then y/ scale was added for the Reynolds number of the computa-
tions. Unfortunately, the y+ scale subsequently disappeared.
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MODEL OF BURST FORMATION IN TURBULENT BOUNDARY LAYERS

Steven A. Orszag

Department of Mathematics

Massachusetts Institute of Technology

ABSTRACT

A numerical model of turbulent boundary layer flows
over compliant walls has been investigated. The model isbased on Burton's observation that turbulent bursts produce
large pressure fluctuations that tend to produce low speed
'streaks' near the wall. These streaks undergo space-time
retardation and a new burst appears when the velocity profile
becomes highly inflectional. The idea of the model is that
the compliant wall motion interrupts this feedback loop of
burst formation and that short wavelength wall motions can
possibly delay burst formation long enough for the favorable
gradient part of the pressure pulse caused by previous bursts
to effect a decrease in the burst frequency. The results of
our calculations indicate that certair, small wavelength wall
motions can have a significant effect upon the stability of
the turbulent boundary layer. This result suggests that novel
structural dynamics will be an essential component of success-
ful drag reduction by compliant walls.

* 1. INTRODUCTION

In this paper, we discuss the formulation, development,
and some applications of a numerical model of the effect of
compliant walls on turbulent boundary layer flows. Since
skin-friction drag accounts for about half the drag on long-
haul aircraft, any reduction in this drag is of great import-
ance in improving fuel economy and aircraft range as well as
increasing payload efficiency and decreasing environmental
pollution.
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The current state of experimental and theoretical research
on compliant walls and their effect on turbulent boundary Ja
ers has been reviewed by Eischer,Weinstein, Ash & Bushnell and
by Bushnell, Hefner & AshZ. In summary, the current state of
both experiments and theory is inconclusive. Some experiments
show a substantial effect of compliant walls on drag, while
others do not. It is not clear whether conventional materials
can serve as suitable compliant boundaries to give drag reduc-
tion, though there do seem to be some attractive possibilities.
It is only clear that drag reduction by compliant walls is not
as simple a phenomenon as may be suggested by cursry considera-
tion of the hydrodynamical efficiency of dolphins. Evidently,
the dynamical characteristics of the wall are crucial in
determining whether drag reduction or drag enhancement will
result; the response of the wall must be matched in some
dynamical sense still to be elucidated to the characteristics
of the turbulent boundary layer over it. One of the principal
purposes of the present work is to help in identifying the
nature of the effect of the wall motions on the drag so that
design of suitable walls can be expedited.

There have been several theoretical investigations of
turbulent boundary layer flows over moving walls; a s rvey
is given in Ref. 2. One of the most attractive ideas for
explaining the drag reduction by compliant walls is that the
wall influences the turbulent burst phenomenon by providing
a pressure field that tends to inhibit bursts when they normally
occur. This idea leads to significant qualitative understanding
of the effect of compliant walls. In this paper, we discuss a
numerical model based on the above idea and report quantitative
tests of it as a mechanism of compliant wall drag reduction.

In Sec. 2, we discuss the proposed mechanism of compliant
wall drag reduction. In Sec. 3, we discuss the numerical model
of the mean flow motion. Then, in Sec. 4, we discuss techniques
for the investigation of the stability of the predicted mean
flow profiles and for the prediction of burst frequency. In
Sec. 5, we present results of the present model for turbulent
boundary layer velocity profiles during the burst phenomenon
and use these results to fix various parameters of the model
by comparison with experimental results. Then, in Sec. 6, we
present numerical results for the combined mean-flow and
stability analysis of the turbulent boundary layer flow over
a compliant wall. In this analysis, we use a crude burst
predictor based on amplification factors. Finally, in Sec.7,
we summarize the current state of research on the turbulence
flow model investigated here.

2. A PROPOSED MECHANISM OF COMPLIANT WALL DRAG REDUCTION

In the last decade, there has accumulated a wealth of
experimental evidence that the process of burst formation in
turbulent boundary layer flows is not completely random, but
rather can be correlated with a set of reasonably well-ordered
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dynamical events. Thus, a plausible coherent sequence of
events fr 6 formation and regeneration of bursts is as
fol Ilows:

l.'Old' bursts produce a large adverse pressure pulse
that moves at a speed of roughly O.8U and has an amplitude
of roughly 43p'ms where pms is the rms wall pressure
intensity.

2. The adverse pressure gradient retards the flow near
the wall and produces a low-speed streak.

3. A new burst is created when the low-speed streak
creates highly inflectional velocity profiles in the wall

regi on.
4. The favorable part of the large-scale pressure

pulse due to previous bursts tends to assist the new burst
in 'sweeping' out away from the wall. Most of the Reynolds
stress and turbulence production occurs during the burst
and sweep process, with relatively low turbulence activity
between bursts.

5. The 'new' burst sets up conditions similar to those
discussed in 1. above and the whole sequence of events isrepeated.

Bushnell 2 has proposed that the above sequence of events
can be used to formulate a quantitative flow model for the
prediction of properties of turbulent boundary layers. The
idea is to impose the experimentally measured pressure pulse
due to 'old' bursts, to model the background turbulence bet-

* ween bursts using a crude turbulence model, and then to
calculate the inflectional mean-velocity profiles produced
by the pressure pulse using a two-dimensional Navier-Stokes
equation computer code. Finally, the occurrence of new
bursts can be investigated in this flow model by calculating
the growth of To Imien-Schlicltng waves and using an amplitude-
growth criterion to predict the onset of new bursts.

Bushnell's turbulent boundary layer model also suggests
a mechanism for drag reduction by compliant walls. If the
wavelength of the wall motions is small (at most the wave-
length of the imposed pressure pulse), the wall motion can
interrupt the feedback loop outlined above somewhere between
steps 2. and 4. If the short wavelength wall motions can
delay burst formation through the adverse part of the imposed
pressure pulse, then the favorable part of the imposed pressure
pulse may inhibit bursting. In this case, turbulence
production and turbulent boundary-layer drag are reduced.

The Rresent work is motivated by the above ideas of
Bushnell.0 The model seeks to determine quantitatively
whether realistic wall motions and imoosed pressure pulses
interact in a time-dependent environment in such a way as
to decrease burst frequency and wall drag. We investigate
numerically the mean velocity profiles produced by the imposed
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pressure pulse. We use two techniques to investigate the
stability of the resulting profiles (see Sec. 4): 1) local
quasi-steady analysis via the Orr-Sommerfeld equation and
2) study of the full linearized Navier-Stokes equations.

It seems that if the wavelength of the wall motions
is large (of order the length of the imposed pressure pulse),
there is no drag reduction. However, if the wavelength of
the wall motions is small (at most several sublayer thick-
nesses), drag reduction may occur. Future work must test
the flow model further, particularly with respect to oarameter
sensitivity and three-dimensional effects(neglected here).

3. NUMERICAL MODEL FOR THE MEAN FLOW

In this Section, we discuss the numerical techniques
used to solve the equations of Bushnell's turbulent boundary
layer model discussed in Sec. 2. We solve the two-dimensional
Navier-Stokes equations with a background turbulence model,
inflow-outflow boundary conditions, and an imposed large-
scale pressure pulse at 'infinity'. The resulting mean-flow
profiles show the effect of the pressure pulse in distorting
(retarding) the mean profiles and in producing inflectional
profiles.

The two-dimensional Navier-Stokes equations for incom-
pressible flow are

t 4 - + + , (3.1)

14 0, (3.2)

where ;(x,y,t) is the two-dimensional velocity field, p(x,y,t)
is the pressure, T is the stress tensor, and is an imposed
external force. ZWe solve (3.1) in a channel: 0 < x < L and
0 < y < H. In a typical run, the values of L and-H aTe L=600
ana H 200-400 in units non-dimensionalized by the length
v/U T where Ut is the friction velocity and v is the viscosity.

We approximate the stress tensor I by retaining only
its x-y comoonent:

T = -uv + V , (3.3)Txy -;y

where v is the viscosity, U is the mean velocity, and u' and
v' are the x and y components, respectively, of the velocity
fluctuations. The Reynolds stres , -U v, is then evaluated
by Van Driest's empirical formula- so that

T [B(.4y) 2 .1 j (1 - e'AYU /v)2Txy a
y y + (3.4)

y

where the constant A is chosen to be 0.04 in agreement with
experimental measurements of turbulent boundary-layer mean-
velocity profiles. The constant B is an ad hoc correction
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to the usual Van Driest formula that accounts for the fact that
the turbulence level between bursts is small; a typical value
for the constant B in our calculations is B = 0.05.

Boundary conditions

The boundary conditions to be imposed on (3.1-2) require
detailed consideration. Each of the four boundaries x = 0, L
and y = 0, H oases its own special kind of boundary condition
problem. A detailed analysis of these boundary c nditions has
been given in a preliminary version of this paper 0 and will
not be repeated here. Our conclusions are as follows:

x = 0

Here the flow is assumed to enter the computational
domain. Since the boundary is an inflow boundary, it is both
physically and mathematically reasonable to assume that both
components of the velocity field are known at x = 0. Thus,
we assume that u(O,y,t) and v(O,y,t) are known for all y and
t.
x = H

This boundary is an outflow boundary. Since the only
non-vanishing component of the Van Driest Reynolds stress
tensor (3.4) that we retain is T it follows that the
Navier-Stokes equations (3.1-2) xyare parabolized in the
x direction. Therefore, only the outflow component of the
velocity, u(L,y,t), need be imposed.

However, imposition of boundary values on u(L,y,t)
directly will give some difficulty because it will generate
boundary layers near the outflow point x = L. Therefore,
we impose the weaker boundary condition

u xx(L,y,t) = 0. (3.5)

Boundary conditions like (3.5) are known to have small
upstream influence so they do not disturb the main region
of computation which is away from the downstream boundary
x = L.

y- 0
This is the location of the compliant wall. If the

wall were rigid, we would impose the boundary conditions

u(xOt) - v(xot) = 0. (3.6)

There are two effects of a moving boundary at y = 0.
First,the boundary location is shifted to y = n(x,t). Second,
the wall motion as a function of t requires that the relative
fluid velocity at the wall vanish, not the fluid velocity
i tsel f.

We impose boundary conditions at the moving wall by
assuming linearized wall motion. This assumption is a great
simplification and is justified because the wall motions of
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interest are not large compared to the sublayer thickness.
[A modified version of the mean flow code is now being
developed to handle nonlinear wall boundary conditions using
techniques for fast conformal transformation recently
developed by the author.] It follows that the vertical
wall motion is

Dr = 3n + a(
v = - t X (3.7)

where U = Dx/Dt is the component of the wall motion in the
direction tangent to the wall. Eq. (3.7) for the vertical
wall motion is true nonlinearly. Linearization of the wall
motion implies that all quantities in (3.7) may be evaluated
at the undisturbed wall location y = 0.

In order to complete the specification of boundary
conditions at y = 0, it is necessary to know U(x,t), the
tangential component of the wall motion. This auantity
depends on the physical model of the compliant wall, and
must be specified in addition to the vel'tical wall motion
n(x,t). Thus, if the wall motion is achieved by physically
sliding the boundary in the x-direction, then U will be
non-zero and significant. On the other hand, if the wavy
wall motion is obtained by means of suitably phasing the
vertical wall motion with no concomitant x-motion then U=O.
In the present work, we do not determine the wall motions
self-consistently, in the sense that we impose n(x,t) and
do not determine the effects of wall pressure fluctuations
due to the turbulent boundary layer flow on the motion of
the wal l.

Most of the materials of current interest for compliant
wall drag reduction app!4 .~:ations are flexible materials that

can 'stretch' in the y-direction but have little lateral
freedom for movement in the x-direction. Therefore, because
of the lack of specific information on this point, we have
chosen the wall boundary condition to be U = 0. Admittedly,
this is oversimplified, but a detailed model of the wall is
necessary before this boundary condition can be improved.

It is not generally recognized that both n(x,t) and
U(x,t) must be specified to determine the wall motion.
However, consider the simple wall motion y = n(t), independent
of x. The motion of the wall in its plane y = n(t) can be
arbitrary and the proper tangential boundary conditions are

u(x,n,t) = L(x,t).
y = H

The boundary conditions imposed at the top of the
boundary layer y = H are the most unusual, and the most
difficult to get right. In order to model the large- scale
pressure pulse due to old bursts, we want to impose the
value of the pressure p(x,H,t) at the top of the layer.
According to the mathematical analysis of flow boundary
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conditions, the pressure p(x,H,t), and the normal velocity,
v(x,H,t), may be specified if the boundary y = H is an
inflow boundary.

On physical grounds, we expect the magnitude of the
normal velocity at the top of the layer to have profound
effects on our ability to model the bursting process. In
fact, we have found by numerical experimentation with the
model (see Sec. 5) that there is strong sensitivity of
the model to v(x,H,t). We have assumed that

v(x,H,t) = - V (3.8)

where V is a non-negative constant.

The imposition of the boundary conditions that p(x,H,t)
and v(x,H,t) are specified has proved satisfactory in practice,
except for some slight difficulty near the intersection of
the outflow boundary x = L and the lid y = H; this difficulty
is evidently due to a very thin outflow boundary layer and
was cured by introducing additional dissipation locally.

Another difficulty with the top boundary conditions
was encountered first in running computations with compliant
walls with wavelengths intermediate between the sublayer
thickness and the pressure pulse wavelength. An instability
developed that was evidently due to the interaction of
wall pressure fluctiations produced by the moving boundary
at y = 0 with the imposed pressure pulse at y = H. Th"
problem was solved by implementing a variable grid map in
the y-direction to allow larger values of H with the same
number of degrees of freedom in y. Thus, by moving the
lid from y+ = 200 to y = 400, all trace of the previous
instability was removea.

Numerical methods

Eqs. (3.1-2) with the boundary conditions discussed
above have been solved using a mixed spectral-finite
difference method. The vertical (y) direction is resolved
using expansions in Chebyshev polynomials, while the x-
direction is resolved using a second-order staggered-grid
finite-difference scheme. Thus, in the unmapped case,
we represent the velocity field by

v(jAx,y,t) = Un(jAx,t)T n(2y/H-l) (3.9)
n=O

where ax is the grid separation in x and T (y) is the
Chebyshev polynomial of degree n. A detailed review of the
spectral and finite-difference methods used here has been
given elsewhere.2 ,13

We use Adams-Bashforth time differencing of the nonlinear
terms, together with a semi-implicit time differencing scheme
for the diffusive terms of the Van Driest Reynolds stress
and for the Inflow terms at y = 0 and y = H. Because the
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Chebyshev polynomial expansions have so much resolution at
the top and bottom of the channel, they would give extremely
stringent time-step restrictions on the Adams-Bashforth
scheme. The 1 emi-implicit method avoids these time-step
restrictions.

The code is also formulated in such a way that a moving
coordinate system in x can be used as an option. This option
is not used, however, in the calculations reported in Sects.
5-6.

4. NUMERICAL METHODS FOR STABILITY CALCULATIONS

Once the mean flow profiles are calculated by the
computer code described in Sec. 3, we study the stability
of the resulting flow in two ways. We solve the Orr-
Sommerfeld equation for temporally growing disturbances
in steady, plane-parallel two-dimensional incompressible
flow, and we also solve the linearized Navier-Stokes equations.
The first procedure involves three important approximations.
First, we calculate only temporally growing disturbances,
so we must convert between temporal growth and 1 gpatial growth
using a complex group-velocity transformation. In some early
calculations, we were even cruder; instead of the group-
velocity transformation in Runs 1-7 reported below, we trans-
formed using the phase velocity instead of the group velocity.
Later runs have all used the group velocity transformation.

Second, by assuming the mean-flow to be'steady we neglect
possibly very important phase-coherence effects which could
strongly affect grcwdth rates, In the Orr-Sommerfeld stability
analyses, time variation of the mean flows is included only
by using different mean profiles at different times in the
evolution of a wave packet. The justification for the
approximation of steady flow is weak a priori; a posteriori,
the results of the linearized Navier-Stokes analysis seem
to agree well with the local quasi-steady analysis. However,
we have made a detailed comparison only in one case to date
and this agreement may be fortuitous. The third approximation
of the Orr-Sommerfeld stability analysis is the assumption
that the flow $s plane parallel in x; this defect is also
remedied in the linearized Navier-Stokes calculations.

The Orr-Sommerfeld equation is solved by expanding
the eigenfunction in a series of Chebyshev polynomials and
then applying either global QR matrix eigenvalue routines
or local Rayleigh quotient iteration routing.1 These
procedures are very efficient and accurate. ,

The results of the linear stability analysis are used
to predict the occurrence of a burst as follows. First,
we calculate the stability chracteristics of various profiles

at a fixed location x and various values of the time t.
These calculations proceed until a time t is found at which
the profile is unstable. From that time gnwards, we calculate
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the amplification ratio by the formula
A

A exp fIm w/C dx , (4.1)

where c is the complex group velocity of a mode with
wavenun~ber a and (complex) frequency w. The profiles
whose stability is calculated are related in space-time
by followina a wavepacket using the relation

Ax = Re(c ) At . (4.2)

Next, the Michel-Smith criterion 7for occurrence of
a burst is applied; a burst is presumed to occur if

0 >  e (4.3)
10 I

where M is a number of order 10. This empirical correlation
has worked well for a variety of trnasition flows, but it
is very crude and the number M that best fit:s experimental
data may vary over the range 5-15 or wider.18

We have also developed a computer code for solution
of the lineariea Navier-Stokes equations. Presently, the
code solves the linearized Navier-Stokes equations using a
Fourier series reoresentation of the flow field in x and
a Chebyshev series representation of the flow field in y,
with rigid boundary conditions imposed at the wall y = 0
and the lid y = H and periodic boundary conditions imposed
at x = 0 and x = L. Another linearized Navier-Stokes code
is under development that allows imposition of inflow-outflow
boundary conditions in x, as described in Sec. 3. The prEsent
linearized Navier-Stokes code is a linearized version of a
full Navier-Stokes code used by the author and L Kellg to
study transition and turbulence in planar shear flows.1

The linearized Navier-Stokes equation code is currently
being used in the follcwing way. The mean-flow code is used
to generate a set of mean velocity profiles for all x a a
time t when the press-jre pulse has propagated through a distance
L/2. The profiles used in the linearized Navier-Stokes code
at later times is obtained by convecting this fixed set of
velocity profiles through the grid at a soeed equal to the
phase speed of the pressure pulse. (We have also made a run
using the speed U. and the results changed by less than 15%.)
The evolution of a mode of the linearized equations is then
studied as a function of time for a fixed x. The motivation
for this somewhat contrived procedure is simply to minimize
the amount of data handling. A combined code that marries the
mean flow code to the stability analyzer with no external data
transfers is under development.
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5. FLAT PLATE RESULTS

In this Section, we report a number of numerical
experiments performed to tune the Bushnell turbulent
boundary layer model for flow over a flat plate. First, in
Fig. 1, we show the results of a numerical experiment
performed to test the accuracy of the Van Driest Reynolds
stress (3.4) with B = 1 (full strength) in reproducing a
turbulent boundary layer mean-velucity profile. The calcula-
tion (as well as other calculations reported in this paper)
used 33 Chebyshev polynomials to resolve the boundary layer
(y) direction and 257 staggered grid points to resolve the
downstream (x) direction. For the experiment (Run 1) plotted
in Fig. 1, we impose the boundary conditions p = v = 0 at
Y+ = H = 200. It is apparent from Fig. 1 that a turbulent
boundary layer profile is well preserved in evolution from

* the upstream boundary at x = 0 to x = 200 (and even beyond).
This calculation shows that the upstream influence effect
of the downstream boundary at x+ = 600 is minimal -- in fact,
no appreciable upstream influence of the boundary at x+ = 600
is discernible beyond x+ = 500.

The next set of runs were designed to adjust the back-
ground turbulence level constant B in (3.4) and the inflow
velocity -V at y+ = H, as well as to test the form of the
requirea pressure pulse to achieve reasonable mean velocity
profiles. The goal of these experiments is to match the
development of turbulent boundary layer prQiles between

- bursts as measured by Blackwelder & Kaplan. Some of the
experimental data for conditionally averaged velocity profiles
before, during, and after the period of burst formation are
shown in Fig. 2. Observe the very strong inflectional profiles
at a time delay of -3.1 ms. This profile is strongly unstable
and gives rise to a burst a short time later.

In Fig. 3, we plot the form of the pressure pulse used
in our calculations of the Bushnell model. The magnitude of
the ulse is chosen to be 3p s in agreement with Burton's
data and to occur over a tisperiod of 25 (in units of
v/U2 ). The triangular form of this pulse is an arbitrary
cholce, but it is not inconsistent with available experimental
data. In some of the numerical experiments reported below,
the amplitude of the pressure pulse is 2 .5pr' and in some
others the length of the pulse is decreased rmSto 20.

In Fig. 4, we plot the results of a numerical calculation
using the code described in Sec.3 with B = 0.05 and v = 0 at
Y+ = H, together with the imposed pressure pulse. The agree-
ment with the Blackwelder profiles shown in Fig. 2 is not
very good.

In Fig. 5, we plot the results of a similar experiment
in which the vertical dimension is truncated to H = 100 with
the pressure pulse applied at y+ = 100. The agreement with
the experimental data is even worse. We conclude from tlis
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comparison that the pressure pulse must be imposed in the
region y+ 200 and c:ertainly not so close to the wall as
Y+ = 100.

In Fig. 6, we plot the results of a calculation similar
to that shown in Fig. 4, except that the imposed inflow
velocity at the top of the layer is v = -0.5 (V = 0.5 U ).
In this case, the retardation due to the imposed pressure
pulse is much larger than that shown in Fig. 4 and is in
qualitative agreement with the experimental results of
Ref. 20. Then, in Fig. 7, we plot the results of a calculation
similar to the calculations plotted in Figs. 4 and 6, except
that the inflow velocity at the top of the layer is v+ = -2.
In this case, the inflectional profile is very strong and even
our two-dimensional mean-flow code with background turbulence
model went unstable near the peak of the adverse pressure
gradient pulse. This difficulty with Run 5 (shown in Fig. 7)
is, we believe, unrelated to the calculational difficulties
with the unmapped grid for intermediate wavelength compliant
wall problems discussed in Sec. 3. We believe that the
breakdown of Run 5 is due to the small value of B = 0.05, so
that the background turbulence cannot stabilize (by diffusion)
the unstable profile produced by the pressure pulse.

The conclusion to be drawn from Figs. 4-7 is that the
strength of the inflectional profiles produced by the passage
of the pressure pulse is a very strong function of the inflow
velocity V at the top of the boundary layer. It seems that
V+ = 0.5 gives results in reasonable agreement with the
experimental data of Ref. 20.

6. COMPLIANT WALL RESULTS

We have performed about a dozen runs to study the
effect of a compliant wall with imposed wall motion on the
structure of a turbulent boundary layer. In all the
experiments performed to date, we have assumed that the
component of the wall motion in the direction of the mean
flow vanishes: U(x,t) = 0. As discussed in Sec. 3, the
justification for this approximation is that typical
compliant boundaries have supports that stiffen the medium
to lateral deformation. Our computer code has now run
successfully in cases involving a wide variety of wavelengths
of the wall motion. For very short and very long wavelength
motions, stable results have been achieved with H, = 200,
while we have had to use our variable grid map with H+ = 400
to handle intermediate wavelength cases (see Sec. 3). For
example, in Fig. 8, we plot the results of a numerical
calculation for a flow over a compliant boundary whose
surface motion was a short wave,

n(x,t)+ =  5 sir(2x+ - 30t+). (6.1)

This wave is as short as can be resolved on our grid with
257 grid points in x. (In fact, it is surely not resolved
accurately on this grid, so the results for Run 7 are
qualitatively correct at best.)
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The characteristics of our compliant wall test runs
reported here are listed in Table 1. For all runs but Run 7,
H+ =400 and a variable grid map is used in y. In this Table,
+ is the wavelength of the imposed sinusoidal wall motion,

c is its phase speed, and A is its amplitude, all in sublayer(+)
units.

TABLE 1. COMPLIANT WALL TEST MATRIX

Run X + c+ A+

7 3 15 5
10 30 15 5
11 20 20 5
12 60 15C 5
13 30 10 5
14 20 10 5
15 40 10 5
16 40 10 10

17 40 20 5
18 40 20 15
19 80 15 5

We have performed stability calculations for these
flows over compliant moving walls. The amplification
ratio A/A 0 is calculated as described in Sec. 4 for a
wave that is initially most rapidly growing and the Michel-
Smith correlation is used to predict the occurence of a
burst. We assume that the drag on the turbulent boundary
layer is proportional to the burst frequency, so that if
the burst frequency is decreased then the drag is decreased
proportionately.

In Fig. 9, we plot the amplification ratio vs time for
a wavepacket originating at x+ =200 for Runs 4 (Fig. 6) and
7 (Fig. 8), in order to demonstrate the effect of a compliant

wall. In Fig. 9, we plot the data in two ways: the squares
and triangles indicate the amplification factors obtained by
local stability analysis following the most unstable wave using
a phase speed transformation; the crosses and circles indicate
the amplification factors obtained at a fixed location x+ =

200, not following the wave.

The effect of the wall motion in decreasing the growth
rate of disturbances in the boundary layer is apparent from
the results plotted in Fig. 9 both following the wave and fixed
in space. Also, the growth rates obtained following the wave
are larger than those obtained fixed in space, apparently
because when the wave packet moves it stays in a region of
large amplification rate for a longer time and does not quickly
encounter the favorable gradient part of the pressure pulse.
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Figure 8. A plot of the calculated velocity profiles for Bushnell's
model of the turbulent boundary layer over a moving wall. The imposed
wall motion is a travelling sinusoid of amplitude n+ = 5 and
wavelength X.+ (short compared with the sublayer thickness).
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The results of our quasi-steady stability analyses of
the runs tabulated in Table 1 are plotted in Fig. 10. The
best result for a run in which the spatial resolution was
adequate to give good results is for Run 14. It is disturbing
that our results are so sensitive to the parameters if the
wall motion. Perhaps the safest conclusion that can be made
from these results is that drag reductions in excess of 25%
or so may be available from compliant walls, but that the
walls will have to be very carefully tuned to achieve such
results.

In Fig. 11, we compare the results of a quasi-steady
stability analysis of Run 13 with analysis based on the
linearized Navier-Stokes equations. Apparently, while the
detailed growth rates of the quasi-steady analysis may be
significantly in error, the cumulative effect of the linearized
stability analysis is quite well predicted by the quasi-
steady analysis. Until further verification can be made of
this result by performing more runs, we must regard this
agreement as fortuitous. However, if it should survive further
test, major simplification of future calculations can result.

Similar calculations with even longer wavelengths have
been performed. If the wavelength is of order the length
of the pressure pulse, we have found drag enhancement of the
order of 10-25%.

7. SUMMARY AND CONCLUSIONS

We have developed a set of computer codes to test
Bushnell's boundary layer model. One code computes the
evolution of mean velocity profiles during the period
between bursts as forced by an imposed large-scale pressure
pulse due to earlier bursts. Another code computes stability
characteristics of these mean flows using the Orr-Sommerfeld
stability equation. Still another stability code solves the
linearized Navier-Stokes equations. Typical calculations in-
volved the use of 33 Chebyshev polynomials to resolve the
y direction and 257 grid points (or Fourier modes) to
resolve the x-direction.

By carefully choosing the shape of the imposed pressure
pulse, the level of the background turbulence, the height of
the computational box, and, especially, the inflow velocity
at the top of the boundary layer, we are able to achieve
reasonable agreement with experimental measurements of mean
velocity profiles during the burst process on a flat plate.

Stability calculations of the resulting mean velocity
profiles show that compliant moving walls with relatively
short wavelengths may have an appreciable effect in stabilizing
the boundary layer to further bursts. On the other hand, long
wavelength wall motions do not seem to limit the burst process,
and therefore do not appear good candidates for drag reduction.
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Figure 10. A plot of the results of quasi-steady stability
analysis for the runs listed in Table 1. Note that Run 4 is
for no wall motion. According to the Michel-Smith criterion
for production of a burst, the burst frequency should be
inversely proportional to the time required to achieve an
amplification factor e with M of order 10. For all runs
the amplification factor is measured at x+=200 in a fixed
coordinate frame.
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Figure 11. A comparison between the results of quasi-steady
stability analysis using the Orr-Sommerfeld stability equation
and the results of solution of the linearized Navier-Stokes
equations (with periodic boundary conditions in x) for Run 13.
The results are computed at x+ =200 in a coordinate frame fixed
in space.
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DISCUSSION

Thomas:

On the question of the pressure gradient and turbulent bursting,
I undertook some pressure measurements myself with a view toward
clarifying this question. I found that the pressure gradients were
not of the correct sign or character to play the role that you've
suggested.

Orszag:

I haven't seen your results, however, if the pressure gradi-
ents have the opposite sign this mechanism can't work.

Thomas:

I agree.

Landahl:

Did you also do your calculation without a pressure gradient,
but with an in-flow condition, to determine whether that alone could
produce the inflection?

Orszag:

In all those calculations, the pressure pulse was imposed and
the shape of the pressure pulse was determined beforehand to match
what we considered to be the correct experimental results.

Quinn:

Could you extend your comment on compliant walls? I believe
your conclusion was that you needed to build a wall capable of
maintaining very small wave-length oscillations in order to achieve
the control you wanted. If that's so, I wonder if you think you
could control the transition by using aoustic waves?
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Orszag:

The conclusions from the model, if the model is correct,
indicate that fairly short wave-length wall motions are necessary
to effect the bursting process. In the case of acoustic waves,
the only data I'm familiar with are those of Paul Shapiro on the
transition process. I'm not sure of the effects of acoustics on
the turbulent boundary layer. According to the results I heard
yesterday from Wygnanski, if linear perturbations are imposed
on the turbulent boundary layer, the perturbations would die out
fairly fast and not affect things like spots.

Landahl:

No, perturbations don't die out.

Orszag:

Wygnanski told me earlier that they do die out. Did I
quote you wrong on that?

Wygnanski:

It depends on the amplitude of the perturbation. Essentially,
what I was quoting were the experiments of Gaster and Grant where
perturbations were introduced at a point, and-along the center
they were found to die out providing that they were not of suffi-
cient amplitude initially.

Orszaq:

However, in the case of transition the experimental results do
indicate that there is a substantial effect, but one that can be
explained on the basis of essentially linear theory.

Kline:

There is a big difference between the transition case and the
turbulent boundary layer case, with respect to disturbances. As
we know, there is some kind of inherent global instability in the
transition process, in the sense that you put a small disturbance
in and it grows and you get a wholly different flow condition----
turbulence. In the turbulent case, there are some experiments by
Lissin and I, in which very large disturbances were impressed on a
turbulent flow with the result being a relatively small response.
There have been a number of attempts experimentally to modulate
the turbulent flow by inputting disturbances, but it's difficult.
In some cases, we've put 40 per cent disturbances on the outer
flow and not much happens. In the case of transition, any
kind of disturbance you put in will ultimately take over and
grow. Thus, there certainly is a very clear difference, and
one has to be careful of the analogies one draws.
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Kline: (Cont'd)

Another comment-there have to be local pressure gradients
somewhere down near the wall, after all, the pressure does
go up and down.

Thomas:

Well, that's because the pressure pulse has the pressure
going up and down.

Kline:

Yes, so if it goes down it's got to go back up again.

Thomas:

The question is which one occurred first.

Kline:

Yes, there's the question of phase and all that. If you direct
a jet at the wall, as an example of the sweeps one sees in Bob Brodkey's
movies and in George Offen's movies, this creates a quasi-stagnation
point. Somewhere underneath that there has to be a local region of
high pressure; I just don't see hcw that's avoidable. So there has
to be a rising pressure in there somewhere.

Reynolds:

We've seen, I think, in Rubesin's talk and in Orszag's talk
some examples of what computer simulation can do to help the under-
standing of the physics. Let me just mention three points, two
that we've seen and one that we haven't. First, Orszag was able
to suppress three-dimensional disturbances in one of his computa-
tions. Thus, he was able to look at what happens if you only have
two-dimensional mechanisms active, and he was able to show that the
wrong things happen unless you have three-dimensions. It's very hard
in the experiment to make it two-dimensional; it's easy in the com-
putation to make it two-dimensional. He also was able to suppress
the small-scales, in that he's not using a small-scale model. When
his transition calculation breaks down one interpretation might be
that this is the point where you must start to put in some small
scales. We have found much the same behavior in transition simu-
lations. The third thing we have been able to do is suppress the
large-scales. And we find, for example, in the two-stream mixing
layer and the channel flow, that if we don't start the calculation
out with the large-scales present in the initial field, but we do
have small-scales present, everything just dies out. The large
scales are essential to the maintenance of the turbulence flow
in both of those cases. These are examples of the way that com-
puter simulations are now beginning to provide insight into physics.
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Bushnell: (To Reynolds and Orszag)

In your large eddy simulations, did you ever do any con-
ditional sampling of your numerical information? Did, you in
fact, look for bursting rates and if so, what was the bursting
frequency from your calculations?

Reynolds:

Do you want to answer that first Steve--on the basis of
your transition work?

Orszag:

I can make a comment on the differences between large
eddy calculations and direct calculations. I suspect that
the effective Reynolds number in your large eddy simulation
may be as low--if not lower--than the effective Reynolds
number in the direct calculations. When I claimed that there
was no accuracy after breakdown, I was claiming detailed accuracy.
I claimed that as I doubled the number of modes in each space
direction, the details of the flow changed. The statistics of
the flow do not change. There is statistical insensitivity.. .but
there is detailed sensitivity. Now, you cannot claim by the very
nature of the equations you are solving that the large eddy simu-
lations are ever an accurate flow simulation. You may have a
statistically accurate flow simulation, but it cannot be in detail
accurate, because you're putting in a statistical model. Another
point. We've learned that in doing transition calculations, that
it is harder, I think, to do a transition calculation than to do
a turbulence calculation. The reason is that in turbulence things
happen pretty fast. It is my experience that when I do turbulence
calculations, I can get interesting results after 20 time steps,
where the full run is a couple of hundred time steps. By contrast,
for these transition calculations we took of the order of 10,000
time steps. In the latter calculations, we're interested in de-
tailed phase relations between the modes, and if you want to
maintain accuracy, you have to be careful.

Reynolds:

To answer Bushnell's questions, we have indeed done some
other things. For example, we have looked at the RMS wall
pressure and we're starting to examine some conditional sampling
techniques. We believe that we have established the large-eddy
simulation concept and now want to do a finer-mesh calculation
that will yield more of the features and have more resolution.

286



S. A. ORSZAG

Orszag:

I have one more point, and that is as you increase the re-
solution in a numerical calculation, it turns out surprisingly,
you get less randomness, not more. It's easy to get random
solutions with low resolution. However, when you increase the
resolution, the degree of randomness in the calculations goes
away.

Coles:

I know one flow that I think is a prime candidate for a
large-eddy calculation, that is the puff in a pipe. And it
could even be the periodic problem, because there is a stable
configuration in a pipe at one very special Reynolds number
with a train of puffs. In this case the turbulent region is
roughly 15 diameters long and the puffs are separated by laminar
regions of about 20 diameters. I think the computer might be
able to tell us some very interesting things regarding the flow.
The puff to me is a vortex ring going down the pipe. I can see
this in Wygnanski's measurements, but I'm not certain that he
can see it. I'd be particularly interested in the pressure behavior
for that flow.

Abbott:

Doug Abbott. Wouldn't it be useful in some of these time-
dependent computations to put in a simulated hydrogen bubble-wire
and compare with flow visualizations?

Reynolds:

It's a good suggestion and we expect to do that as Ames
gets better graphics. We have already done some particle tracing.
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ABSTRACT

The nature of the time-dependent flow in a two-dimensional time-
mean turbulent boundary layer and the relationship of this flow to the
time-mean quantities is discussed. Although the bursting phenomenon
is known to be a dominant feature of the time-dependent flow, it is
pointed out that, as yet, there is no satisfactory explanation as to
why bursting occurs. The present paper reviews numerical solutions
for the unsteady boundary-layer flow induced by a transverse vortex
convecting in a uniform flow above a plane wall; these studies are of
a fundamental nature and were undertaken as a search for a possible
physical mechanism for bursting in a turbulent boundary layer. The
numerical solutions strongly suggest that the boundary layer will
erupt behind the convecting vortex for all convection speeds. It is
conjectured that, as the erupting fluid from the boundary layer pene-
trates into an inviscid region of cross flow above the wall, a roll-
up phenomenon into another vortex structure will occur. This physical
process thus gives a possible explanation for the observed regenera-
tion of vortex structures in a turbulent boundary layer. It is
important to emphasize that the phenomena discussed in this paper
develop and take place in a frame of reference convecting with the
vortex and consequently can only be properly observed in a moving
reference frame; recent experiments where flow visualization has been
carried out in a convecting reference frame are discussed and these
experiments support a number of the conjectural aspects of this paper.
Finally the expected nature of the boundary layer due to the motion
of a convected three dimensional vortex structure is discussed.
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1. INTRODUCTION

Effectively inviscid flows with vorticity occur in a wide variety
of applications in fluid mechanics; however relatively little is known
on a theoretical basis about such flows and how they interact with a
solid wall. In this paper, the primary interest is in rotational dis-
turbances in an effectively inviscid flow which are not small and how
a boundary layer may be expected to respond to such a disturbance.
In particular, it is of interest to ascertain whether the boundary
layer can be expected to remain passive for all time or whether a
breakdown can be expected to occur. Here, following Riley [1], the
term breakdown is understood to imply a catastrophe with respect to
the boundary-layer flow in which the notion of a thin boundary layer
embedded in an effectively inviscid flow fails. Such a breakdown will
result in a viscous-inviscid interaction between the boundary layer
and the outer inviscid flow and can be expected to substantially alter
the inviscid flow. Two areas where a good understanding of such
phenomena should prove useful are boundary-layer transition and the
turbulent boundary layer.

Although boundary-layer transition is not well understood, it is
known that the extirpation of order in a two-dimensional laminar flow
can have its genesis in at least two different effects, namely both
small and finite amplitude disturbances. In carefully designed exper-
iments where the free stream turbulence level is maintained at low
levels, the onset of turbulence is heralded by the appearance of two-
dimensional Tollmein-Schlichting waves; there then ensues a period of
wave amplification which ultimately becomes highly nonlinear and
three-dimensional and culminates in the production of a turbulent
spot. This process has been described in detail by Morkovin [2] who
catalogues a number of different factors which influence the process
of spot formation.

In boundary-layer transition, once spots are formed they are con-
vected downstream and at this stage the flow may be considered to be
double structured, consisting of an effectively inviscid flow with
vorticity in the form of spots above a viscous boundary layer near the
wall. This is the type of problem which is primarily of interest in
this paper, corresponding to rotational disturbances in the inviscid
flow which are not small. Once spots appear they seem to be able to
reproduce structures similar to themselves in a complex interaction

with the boundary-layer flow and as the flow becomes increasingly
complicated, transition to fully turbulent flow follows. It is of
interest to understand how this reproductive process can occur; more-
over, the regenerative process is possibly related to the second known
cause of spot formation. When the initial mainstream is contaminated
with large enough disturbances, spot formation can occur without re-
course to Tollmein-Schlichting wave amplification, a phenomenon which
Morkovin (2] (see also Reshotko [3]) has termed the "high intensity
bypass". Thus although the end product of a turbulent spot appears to
be essentially the same, it appears that there are at least two
physical causes for the phenomenon.
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The gross overall features of a turbulent spot have been investi-
gated experimentally; those portions of the spot where the vorticity
is largest may be made visible by various techniques and the spot
appears as a wedge or U-shaped structure which is convected downstream.
The nature of the instantaneous internal motion within the spot is
not well established although in recent times progress has been made
in this area by Coles and Barker [4] and Wygnanski [5]; these authors
have created disturbances believed to be similar to naturally occur-
ring turbulent spots and have measured velocities downstream at
various points within the symmetry plane of the spot. At each point
-e measured velocities are time-averaged with the view of obtaining
a representative picture of the instantaneous flow within the spot.
These measurements show at least one recirculation zone within the
spot and suggest that a simple loop vortex filament may be a useful
idealization of the spot. This point will be discussed in more detail
subsequently but at this stage it is worthwhile to remark that the
motion of a spot is probably much more involved than that described by
the motion of a convecting, stretching vortex loop. Since the meas-
urements reported in [4] and [5] are ensemble-averaged, it is entirely
possible that some significant details have been averaged out. A
series of photographs by Falco (R. Falco, private communication) in
which spots are visualized using smoke in air clearly show a stream-
wise streaky structure associated with the spot itself; these photo-
graphs strongly suggest some type of irregular multiple eddy motions
within the spot. Perhaps at the time of creation of a spot, the flow
field associated with a spot may be approximated as a simple loop
filament of vorticity; as the loop stretches and convects downstream,
it is possible that wavelike instabilities of some nature develop.
The study of Widnall and Tsai [6] does demonstrate that a ring vortex
in motion in an unbounded fluid becomes unstable at high Reynolds
numbers and the instabilities observed in [6] do bear a very super-
ficial resemblance to the observed flow patterns in visualization
studies of spots. At the same time, visualization also suggests that
the flow field associated with the spot is much more complicated than
for the vortex rings observed in [61 and that the spot may consist of
an intricate conglomeration of many vortex loops.

A problem common to all visualization methods is that the vortic-
ity itself cannot be visualized and only the effects of vorticity can;
consequently in using visualization methods or ensemble-averaged
probe measurements, the instantaneous streamline patterns must be
extrapolated. Regretfully instantaneous volume measurements are be-
yond the scope of modern experimental methods and interpretations
based on current experimental techniques are bound to remain contro-
versial. Clearly the phenomena associated with a spot are rather
complex and despite a wealth of beautiful experimentation are not well
understood at present.

The process of spot formation from either small or finite ampli-
tude disturbances is also a difficult theoretical problem. The
appearance of the Tollmein-Schlichting waves and their subsequent
linear amplification may be explained on the basis of small disturb-
ance linearized stability theory. The ensuing nonlinear growth period
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is not as well understood but an important contribution on this aspect
has been made by Hocking, Stewartson and Stuart [7]. These authors
consider the case of plane Poiseuille flow for Re > Rc where Re is the
Reynolds number and Rc is the critical Reynolds number below which
small disturbances will be damped out; the authors [7] show that an
initially small disturbance, which the linear theory predicts will
travel downstream spreading outwards and increasing in amplitude, will
eventually focus energy toward the center of the disturbance as non-
linear effects become important. As the solution focuses toward a
singularity the theory is no longer valid; however it was noted [7]
that the explosive nature of the solutions bore at least a superficial
resemblance to the observed formation of turbulent spots. Although
the authors [7] admit that it would be premature to claim more than
this, the theory is important because it demonstrated for the first
time and in a rational manner how nonlinear effects can lead to the
focusing of an initially infinitesimal disturbance. Due to the com-
plex nature of the phenomenon the importance of a self-consistent
theoretical approach is evident and the objections to some of the
previous theories are discussed in [7]. It would seem that the
approach of reference [7] might be pursued to demonstrate how a spot
can occur although it is clear that the theoretical problem is sub-
stantial. At present there is no theory which explains spot formation
via the "high intensity bypass".

The implication of this discussion is that the theoretical des-
cription of what a spot is and how such a structure originates is
quite incomplete; thus at present it is only possible to speculate on
the basis of experimental evidence that at least at the time of
creation the spot may be similar to a three-dimensional loop vortex.

Another important area, where an event occurs that appears quali-
tatively similar to spot formation, is the fully developed turbulent
boundary layer. This is the bursting phenomenon wherein intermittent,
rapid and violent ejections are observed to occur from the wall layer
at isolated streamwise and spanwise locations. One result of the
bursting appears to be the creation of a vortex structure. This char-
acteristic feature of the wall layer flow was first observed in detail
by Kline etal. [8] and a review article by Willmarth [9] details the
numerous experimental contributions in this area.

The turbulent boundary layer is known to be a composite double
layer consisting of (I) a relatively thick outer layer whose dimen-
sionless thickness is 0(1/log Re) and (2) a thin inner wall layer whose
dimensionless thickness is O[Uo(uTRe)]. Here Uo and u. are the local
mainstream and friction velocities respectively and Re is the Reynolds
number. The orders of magnitude describing the thickness of each
layer are asymptotic estimates valid in the limit Re - - and are based
on the work of Fendell [10], Mellor [11] and Yajnik [12]. These
authors have considered the mathematical structure (in the limit
Re - -) of the equations governing the time-mean flow in a turbulent
boundary layer which is two-dimensional and nominally steady. There
are a number of important aspects of these papers which have a bearing
on the possible consideration of the time-dependent flow in a turbu-
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lent boundary layer and which will be discussed briefly here.

First the authors [10], [11], [12] using an apparently minimum
appeal to experiment are able to develop a self-consistent set of
asymptotic expansions describing the leading order mean velocity com-
ponents and turbulence terms. In the second place, it is shown that
the viscous terms in the outer layer and the convection terms in the
inner layer are negligible to leading order; both of these results may
be viewed as constraints and need to be kept in mind when the time-
dependent flow in a turbulent boundary layer is considered theoreti-
cally. While these and other results in the cited references are
strongly suggested by experiment and can be obtained by intuitive
order of magnitude arguments, this latter type of approach has been
and will continue to be the source of numerous controversies. On the
other hand, the method of matched expansions is a technique for con-
structing self-consistent and uniformly valid solutions. Indeed even

W the most fundamental unsteady laminar boundary-layer problems, such as

the impulsively started semi-infinite flat plate, have only been
understood through the use of such methods (see for example reference
[1]). The modern view of boundary-layer problems is that the solution
of the laminar boundary-layer equations represents the leading terms
in an asymptotic expansion of the Navier-Stokes equations for large
Reynolds number. Consequently the laminar boundary-layer equations,
for example, are not to be regarded as an approximation but are exact
in the limit Re - -. Although the theoretical problem is admittedly
substantial, ideally one would like to carry this type of rational
approach over to the turbulent boundary layer and references [10],
[11] and [12] are an important step in this direction.

A second point is that because the cited references [10], [11] and
[12] start from the time-mean equations, they can offer only a partial
resolution of the closure problem; that is to say, although the order
of magnitude of the Reynolds stress term is fixed in terms of the
Reynolds number, a functional form must still be obtained for this
term. The popular approach in the past (which has been somewhat dis-
appointing) has been to simply postulate a functional form based on a
mixing length or eddy viscosity formulation. Another alternative is
to carry out an analysis of time-dependent motions which are repre-
sentative of the motions observed in a turbulent boundary layer; such
solutions could then be suitably time averaged in order to arrive at
a constitutive relation. In revealing a remarkable degree of coherent
structure in the turbulent boundary layer, experiments have suggested
to an ever increasing extent that this second alternative may be
viable. At the same time, it is not reasonable to expect that a com-
plete solution to boundary-layer turbulence may be developed from
first principles; this point has been clearly discussed by Cebeci and
Smith [13], p. 41. Because a number of varied phenomena, some of
which occur at very small physical scales, are observed within the
time-dependent flow, consideration of all featureF of the flow by a
numerical solution of the full Navier-Stokes equations appears to be
an impossible task. However it may be possible to consider the do-
minant features of the turbulent flow and the method of matched expan-
sions has the potential of definitively isolating which effects are

292



T.L. DOLIGALSKI/J.D.A. WALKER

important and which are not. Consequently the argument for the use
of such methods is even more compelling than in the case of the time-
mean equations since the time-dependent flow is necessarily three-
dimensional and is governed by a set of more complicated equations.
Unfortunately the theoretical problems are formidable and at present
there are a number of difficulties which are mainly associated with
the nature of the time-dependent flow in the outer layer and which
will be discussed subsequently.

it is possible to make some progress with the wall layer flow. If
the thickness of the wall layer in the time-mean sense is O(v/uT) then
it is reasonable to expect that this length scale is appropriate for a
large majority of the time in the time-dependent flow; this is con-
firmed by experiment and that period of time when the integrity of the
wall layer flow is maintained has been defined as the quiescent period
by Kline et al. [8]. During this period of time no important inter-
action occurs with the outer layer and the streak structure discussed
in [8] is observed to be in place and relatively stable. By assuming
the dimensionless streak spacing x+ is large for large Reynolds
numbers, Walker and Abbott [14] have argued that the equations govern-
ing the three velocity components in the wall layer during the quies-
cent period are linear and of the heat conduction type. A consequence
of this result is that the principle of superposition of solutions
applies; thus in the consideration of which solutions make a direct
contribution to the time-mean streamwise profile, oscillatory Stokes-
like solutions (which may be present in the time-dependent flow and
which arise from apparently random fluctuations at the outer edge of
the wall layer)need not be considered since such solutions can make no
net contribution to the mean profile. Walker and Scharnhorst [15] go
on to consider the possible similarity solutions of the governing
equations which correspond to the organized motion observed between
the streaks during the quiescent period. These solutions take into
account the three-dimensional nature of the flow and consist of an
infinite set of eigenfunctions; the arbitrary constants associated
with these eigenfunctions can in theory be chosen to represent any
initial velocity distribution in the latter stages of the sweep. In
[15] these similarity solutions are time-averaged to obtain an approxi-
mation for the time-mean profile in the wall layer and this profile
has been extensively compared with measured data in [16].

In obtaining the model profile in [15], the contribution due to
the burst-sweep sequence was neglected and it was argued that this was
justifiable on the grounds that these events are of relatively short
duration. The burst (wherein fluid from the wall layer is ejected
into the outer layer) and subsequent sweep may be regarded mathemati-
cally as a localized breakdown of the wall layer flow. During this
period of time, a viscous-inviscid interaction occurs between the
inner and outer layer and a distinction between an inner and outer
layer cannot be made. Since the boundary layer is double structured
in the time-mean sense, it is not expected that events for which the
wall layer is not distinguishable can give rise to a dominant contri-
bution to the time-mean profile in the wall layer. Moreover, it is
worthwhile to mention that the asymptotic analyses [101, [11] and [12]
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establish certain constraints that need to be kept firmly in mind in
any description of the time-dependent flow in the wall layer. In
particular the fact that the convective terms do not enter the leading
order time-mean equations is important in the sense that any attempted
solution for the wall layer flow must time average to give results
compatible with the theory in [10], [11] and [12].

It is of interest however to understand how the wall layer break-
down can occur and what physical mechanism causes the observed erup-
tiors. The model profile in [15] was obtained using a number of
assumptions which were based on experimental observation; in the
theoretical description of the wall layer flow it was argued that the
majority of the contribution to the time mean profile and the inten-
sities 7r and w'-F2arise during the quiescent period. However the
normal component of velocity is too small to account for any leading

order contribution to either TT or uv'. At present this picture
seems compatible with experiment which shows the majority of produc-
tion occurs during the breakdown. However an expression for u'v'
can be calculated indirectly from the time-mean streamwise momentum
equation and this was carried out in [14]. Clearly to complete any
description of the wall layer flow it will be necessary to treat the
breakdown problem and to understand why the breakdown occurs. In
particular it is important to identify theoretically the Reynolds
number dependence of the time scale associated with the burst-sweep
sequence. Moreover to obtain an expression for the Reynolds stress in
the outer layer from consideration of representative time-dependent
motions, it is crucial to be able to anlyze the bursting phenomenon
and thus to be able to calculate the u'v' term directly. The break-
down problem is rather difficult since as the discussion of section 3
of this paper shows, no laminar breakdown problem has ever been suc-
cessfully considered. In any case the breakdown problem cannot be
resolved without a detailed consideration of the outer layer flow;
consequently it is crucial to be able to develop a good understanding
of the dynamics of the outer layer.

It is observed experimentally that the outer layer flow is domi-
nated by (1) the motion of vortex structures believed by some inves-
tigators to be similar in certain respects to transition spots and
(2) the burst-sweep phenomenon in which similar structures appear to
be generated through intermittent eruptions from the wall layer. Of
these two effects it is the latter which is believed to make the
dominant contribution to the Reynolds stress in the outer layer. To
a limited extent this is to be expected; certainly a vortex filament
which remains at an essentially horizontal level in motion past a
probe cannot make any net contribution to the Reynolds stress. How-
ever a vortex filament which possesses a significant component of
vertical velocity will make a contribution.

Just as in transition there are at least two possible ways in
which a wall layer breakdown could occur. It is possible that the
wall layer flow is an inherently unstable flow and that some process
similar to Tollmein-Schlichting wave amplification occurs. Certainly
this type of process cannot be ruled out but there are a number of
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reasons to suspect that another explanation is possible. In view of
the apparently dominant linear behavior of the wall layer argued in
[14] which is compatible with the results of [10], [11] and [12], the
manner in which a small scale disturbance could amplify is not clear.
Moreover, in transition Tollmein-Schlichting wave amplification is
only observed to be the dominant spot producing effect when the outer
flow is maintained at an essentially irrotational level; because the
outer layer of a turbulent boundary layer contains a substantial
amount of vorticity, an analogy between transition and the turbulent
boundary layer for this type of mechanism is disquieting. Finally it
is difficult to find examples in fluid mechanics where an inner bound-
ary layer, in and of itself exerts such a strong measure of control
over an outer layer.

The other possibility is that the wall layer responds to the rota-
tional flow in the outer layer in such a way that a localized break-

A down of the wall layer flow occurs; there is experimental evidence to

indicate this possibility is viable. Nychas et al. [17] suggest that
the eruptions of the wall layer were associated in some way with the
passage of a vortex structure in the outer layer. Recently visual-
ization studies have been carried out by Smith [18] in a convected
reference frame moving with a vortex structure in the outer layer.
Using hydrogen bubble wires to visualize the relative flow field,
fluid was observed to pile up behind the leading head of the vortex.
As time increased this erupting fluid appears somewhat like an ocean
wave of growing amplitude; eventually the erupting fluid is observed
to roll up into another vortex structure in a process which appears
somewhat like the breaking of an ocean wave. This is also the type
of breakdown phenomenon that will be suggested by the results of this
paper.

In considering the possible motions that may lead to a breakdown
in a turbulent boundary layer, there are a number of theoretical dif-
ficulties which are associated to a large extent with the outer layer.
One problem is associated with the observed logarthmic behavior of the
time-mean profile near the overlap zone; a number of arguments, which
are discussed in detail by Weigand [19], have been given over the
years to demonstrate this behavior. Unfortunately none of these argu-
ments are entirely satisfactory and in any case they give little
insight as to the nature of the time-dependent flow which gives rise
to the logarithmic behavior of the mean profile. The turbulent bound-
ary layer is a rather challenging singular perturbation problem
apparently involving a rather unusual matching principle between the
inner and outer layer and to what extent the matching principle dis-
cussed in [10] carries over to the time-dependent flow is unclear.
It might be expected that the time-dependent streamwise profile con-
tains the logarithmic behavior within the turbulence for a majority
of the total time (otherwise a time-mean logarithmic behavior would
not be possible). However it is not obvious that this description of
the flow in the overlap zone is appropriate during the breakdown
process.

In addition the leading order equations for the time-dependent
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flow in the outer layer should in principle be derived from the Navier-
Stokes equations. While the studies [10], [11] and [12] of the time-
mean equations give some guidance as to how this might be done, the
proper leading order equations are unknown at present. It might be
thought that one possible way out of the aforementioned difficulty
is to write the time-dependent velocity components as a sum of a
mean and fluctuating term; time-averaged experimental measurements
could then be used to give some guidance as to the orders of magnitude
of each term in the governing equations. However, this procedure
could be dangerous in the sense that a structure in the outer layer
could produce no net contribution in the mean and yet be responsible
for an eruption of the wall layer; thus a significant term in the
governing equations might be neglected. Moreover this type of ap-
proach is somewhat circular because at a certain stage it is necessary
to assume some model for either the time-mean profile or the Reynolds
stress term (see for example Landahl [20]±, [21], [22], Bark [23]);
from a practical point of view, it is precisely information in regard
to the Reynolds stress term calculated directly from a time-dependent
analysis that would be most useful in forming improved constitutive
models for the prediction of the time-mean flow. Such information
cannot be obtained from a theoretical analysis of the time-dependent
flow in which a time-mean profile or a functional form for the Rey-
nolds stress is assumed; this latter type of analysis should be re-
garded as indirect and may or may not be useful in identifying the
basic processes in turbulent boundary-layer flows. Finally, the
appropriate initial flow in considering the dynamics of the outer
layer should presumably involve the flow in the latter stages of the
transition zone. As already indicated this flow region is not well
understood at present.

Despite these theoretical difficulties in describing the outer
layer flow it is possible to consider flows of a more fundamental
nature which possess a number of features which are qualitatively
similar to the observed eddy motion in the outer layer of a turbulent
boundary layer. Some evidence that this is the case may be found in
the experimental study of Coles and Barker [4] in which the authors
create what they term a synthetic turbulent boundary layer. This is
accomplished by creating vortex structures by injecting a finite slug
of fluid from the wall into an otherwise laminar boundary layer. Pre-
sumably the method of creating the disturbance is not crucial to the
results of the experiment and alternatively, rotational disturbances
could be introduced from above the existing laminar boundary layer.

* Preliminary experiments using this alternate method have been carried
out by Prof. C. R. Smith at Purdue and there appears to be a wide
variety of different ways to create the wedge-shaped disturbance
which looks like a transition spot. An important aspect of the study
of Coles and Barker [4] is that measurements of the time-mean

+The objections to the theory of reference [20] have been discussed
in detail by Stewartson [24]. Note also that the term breakdown is
used in a context in references [20], [211, [22] which is different
from that used in this paper.
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streamwise profile downstream yield a profile which is very similar to
measured profiles in a turbulent boundary layer. Thus it would seem
important to understand the motion of such a structure above an other-
wise laminar boundary layer.

The observed gross features of the turbulent spot suggest that an
appropriate vortex structure to consider is the loop filament sketched
in figure 1 which is being convected to the right in a uniform flow.
The arrows show the sense of the rotation and the parts of the vortex
tube where the vorticity is strongest are made darkest. The location
where the vorticity is strongest occurs at the head of the structure
(labeled A) and this is the region where the vortex tube is most
highly stretched. Along the arms of the filament (labeled B and C)
the vorticity weakens from right to left and is weakest along the
trailing portion of the loop (labeled D). Such a vortex structure
would produce the wedge-shaped flow which is observed experimentally.
It should be mentioned that because the vorticity is relatively weak
on the trailing portion of the loop it is difficult to get a clear
definition from experiment of the characteristics there and in view
of this the part of the curve labeled D in figure 1 is conjectural;
however the filament sketched in figure 1 is believed to be a reason-
able possibility. Experimentally only the head and arms of the vortex
are readily made visible and presumably this has given rise to the
terms "horseshoe" and "hairpin" vortices; such model structures are

A

B

D

wall

Figure 1. Schematic diagram of instantaneous vorticity distribution
in a loop filament convected to the right (darkest parts
of filament represent locations of strongest vorticity).
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often sketched with the arms either terminating on the wall or bending
sharply near the wall with the filament meandering off aimlessly away
from the wall. However as the discussion by Lighthill [251 makcs
clear a vortex filament must form a closed loop in any real fluid and
it is useful to consider how this occurs. In this respect the arms
of the filament B and C cannot bend toward the wall and terminate
there as suggested by Roshko [26] in his discussion of the experiments
in [4].

At present the inviscid solution describing the motion of a fila-
ment of the type depicted in figure 1 is not available analytically.
The distribution sketched in figure 1 is instantaneous and will change
with time as the structure is convected in the uniform flow. It is
possible to calculate such a motion numerically using the approximate
methods due to Leonard [27] and the resultant unsteady laminar bound-
ary layer induced by such a structure could then be considered. How-
ever the boundary-layer flow is expected to be rather complex owing
to the three-dimensional, time-dependent nature of the flow and the
accurate calculation of such a boundary-layer flow is expected to
involve an extremely large number of mesh points. (The reason for
this statement will be made clear subsequently.)

At this stage our purpose is to demonstrate the effect that a
moving disturbance containing concentrated vorticity (in an otherwise
irrotational flow) has on a boundary-layer flow. Because relatively
little is known theoretically about such flows a very fundamental
problem will be considered here, corresponding to a rectilinear vortex
of negative rotation which is convected to the right in a uniform flow
above a plane wall. It will emerge that the boundary-layer flow is
rather complex and involves a variety of unusual separation effects
which take place in a frame of reference convecting with the vortex.
Moreover in all cases considered the two-dimensional unsteady flow
eventually evolves into a state wherein very intense variations in the
flow field occur; this situation requires a relatively large number of
mesh points in order to accurately describe the flow development.
Consequently it was believed that before the more complicated problem
depicted in figure 1 could be understood it was important to under-
stand the nature of the two-dimensional problem first; in addition
because of the novel and complex phenomena discussed in this paper,
we are unwilling at this stage to compromise numerical accuracy to
consider the three-dimensional loop filament.

At a number of places in the paper we shall point out certain
features of the flow which are similar to the motions observed in
turbulent boundary layers. However it seems wise to interject a note
of caution in this respect. Because the vortex flows considered in
this paper are two-dimensional, no account is taken of the vortex
stretching and the possible development of instabilities that are ex-
pected to occur in the effectively inviscid motion sketched in figure
1. However it is important to first develop an understanding of the
motion of the line filament and we shall subsequently speculate in 54
on the nature of the boundary-layer flow induced by the loop filament
in figure 1.
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The boundary-layer flow due to a rectilinear line filament of
positive rotation in motion above a plane wall has been considered by
Walker [28]; in this case the fluid is at rest at infinity and the in-
viscid theory predicts that the filament will remain at constant height
above the wall and will move with constant velocity to the right. It
was demonstrated that no steady boundary-layer solution exists, even in
a frame of reference which convects uniformly with the vortex, and that
the boundary-layer flow is inherently unsteady. To investigate the
nature of the unsteady boundary-layer flow, a problem was considered
wherein the plate was imagined to be inserted in the flow at time t=0;
in this way the effects of viscosity become important near the wall
abruptly. It was found that a short time after the initiation of the
boundary-layer motion, separation occurred in the boundary layer in the
form of a recirculating eddy of negative rotation. This separation
phenomenon is novel in the sense that it develops and takes place in a
frame of reference moving with the vortex. The calculated numerical

WWI solutions show possible explosive growth of the boundary layer and it
was conjectured [28] that the eddy spawned by the parent vortex (in the
inviscid region) would erupt from the boundary layer intact and would
strongly influence the motion of the parent vortex, slowing it down
and driving it away from the wall. This problem has direct application
to the effect of trailing aircraft vortices near the ground and has
been studied experimentally by Harvey and Perry [29]. In these experi-
ments the trailing vortex is curved and three dimensional. However
the main observed features of the flow are predicted by two-dimensional
theory and the conjecture of (28] was substantiated; a secondary vortex
was observed to form and be ejected from the boundary layer, strongly
influencing the motion of the trailing vortex in the process. The
violent ejection observed by Harvey and Perry [29] bears some resem-
blance to the bursting in a turbulent boundary layer and the theory in
[28] demonstrated how this can occur.

In this paper, problems which are somewhat more relevant to the
vortex motions observed in a turbulent boundary layer will be consid-
ered; these problems concern the boundary-layer motion induced by a
vortex of negative rotation convected to the right in a uniform flow.
Define the convection velocity of the vortex to be Vc and the speed of
the uniform flow in which the vortex is embedded to be U. Then if
Vc =U, a represents the ratio of the convection velocity of the vor-
tex to the speed of the flow far upstream of the vortex. The coherent
structures observed in turbulent boundary layers may be similar to the
loop filament sketched in figure 1; a typical speed of the head A is
about 80% of the mainstream speed. The arms B and C are thought to
slowly spread outward. Consequently values of the parameter a in the
range O< a<l are of interest in this study.

The plan of the paper is as follows. In j2 the problems to be
considered are formulated and in §3 the results of the numerical cal-
culations for the unsteady boundary-layer flow induced by the vortex
motion are discussed. In some cases, particularly at the lower values
of a in the range 0 < a < 1 an unusual separation effect occurs in a
frame of reference convecting with the vortex; for a> 0.75 a dramatic
change takes place in the character of the unsteady boundary-layer flow

299



T.L. DOLIGALSKI/J.D.A. WALKER

and no separation takes place in the boundary layer. However in all
cases the boundary layer enters a period when rapid and substantial
growth occurs in a direction normal to the wall; thus it is suggested
that the boundary-layer flow will not remain passive for any a but an
eruption is to be expected along with a concomitant modification of
the inviscid flow. Because a space limitation precludes a detailed
discussion, a more complete description of the results may be found in
Doligalski and Walker [30] and only a brief synopsis is included here.
Finally in j4 and on the basis of the results in j3 we speculate on
the nature of the boundary-layer flow which will be induced by the
filament sketched in figure 1.

2. STATEMENT OF THE PROBLEM

Vol Consider the construction of the inviscid flow due to a vortex of
negative rotation convected in a uniform flow above a plane wall which
is illustrated schematically in figure 2. The inviscid solution
(Milne- Thompson [31), p. 359) predicts that the vortex pair illus-
trated in figure 2 will move with constant velocity to the left with

U

V</2a 2a y*

.. .. X* +

", Vc J

Figure 2. Sketch of geometry and construction of inviscid flow due to
a vortex of negative rotation convected to the right above
an infinite plane wall in a uniform flow.
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each vortex remaining at a constant distance from the symmetry plane
y* =0. The vortex in the upper half plane has negative rotation -K

while its image in the plane y*=0 has positive rotation +K. If a
uniform flow of sufficient speed U is superimposed to the right the
net result is a vortex pair of negative rotation convected to the
right. Because the plane y*=0 is a streamline for the unsteady in-
viscid flow, it may be replaced by a solid wall. In the upper half
plane (y*>0) the rectilinear vortex convects to the right with speed

Vc = U -K/2a. (1)

Define Vc =aU; consequently the ratio of convection rate to the speed
of the uniform flow is given by

C, = I K (2)

In this paper the primary interest is in values of a in the range
O< a <l; it may be inferred from equation (2) that the stronger the
vortex or the closer the vortex is to the wall, the slower the rela-
tive convection speed.

The unsteady stream function corresponding to the inviscid flow
is given in [30] and here the instantaneous streamline patterns are

r

Figure 3(a). Instantaneous streamlines in the laboratory frame for
the inviscid flow for a vortex convected at 80%
(c = 0.80) of the mainstream speed.
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KA

Figure 3(b). Instantaneous streamlines in the laboratory frame for
the inviscid flow for a vortex convected at the critical

L value of 75% (c=0.75) of the mainstream speed.

Figure 3(c). Instantaneous streamlines in the laboratory frame for a
vortex convected at 70% (a =0.70) of the mainstream
speed.
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plotted in figures 3. In figure 3(a), the instantaneous streamline
patterns are given for -=0.8; this figure corresponds to the stream-
lines that an observer in the laboratory frame would see for the in-
viscid flow. In figure 3(b) the case oL= 0.75 is plotted and it may
be inferred from this figure that this value of a is a critical case;
for a convection rate corresponding to 75% of the mainstream value
the effect of the vortex spreads to the wall and a single stagnation
point appears in the laboratory frame in motion along the wall. In
figure 3(c) the instantaneous streamlines are plotted for a =0.7 and
it may be observed that now there are two stagnation points associated
with the inviscid flow in the laboratory frame. The plots in figures
3 are to scale and on the same scale.

As a decreases the effect of the vortex appears to become more
spread out in the laboratory frame and the two stagnation points move
to limiting values at x' =±/va. Here x'=x * 

-Vct* where t* is the
time and x* measures distance in plane y*= 0; moreover it is assumed
the vortex passes the point x*=0 at t*=O. The case a =O corresponds
to the physical situation of a vortex held stationary in a crossflow;

x=- a x0 x 2Sa

Figure 4. Instantaneous streamlines for a vortex held stationary in
a crossfiow (a =0). Also streamline pattern for all c in
a frame of reference convecting with the vortex. Note that
the scale of this figure is 2 times smaller than in
figures 3.
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the streamlines of the inviscid flow for this limiting case are plot-
ted in figure 4. This figure is also to scale but the scale is re-
duced by a factor of 2.5 from figures 3. Note that in figures 3 and 4
the asterisk denotes the location of the vortex center.

In regard to the boundary-layer flowit is the unsteady inviscid
velocity in the x*-direction (uw) near the wall which is important and
it is shown in [30] that this is given in the laboratory frame by

u* = 4a2(1i-c )
Ul x' +a2

This distribution is plotted in figure 5 for various values of L and
it may be seen that for all a <0.75, reversed flow is observed in the
laboratory frame near the wall in the region immediately below the
vortex. In all cases the point of minimum velocity occurs immediately
below the vortex and an absolute minimum of u./U =-3 occurs for the
case a= 0.

U*:/U

0.85 I

* =O.75

*= 0.40

c0

x'/a

Figure 5. Instantaneous inviscid velocity distribution near the wall
in the laboratory frame for various values of the relative
convection speed of the vortex.

In the laboratory frame of reference the inviscid flow is un-
steady; however in a frame of reference which convects uniformly with
the vortex the inviscid flow appears as a steady flow; moreoverin
this moving coordinate system the wall moves to the left with velocity
_Vc- z(U. The relative streamline patterns are easily obtained [30]
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in the moving reference frame by superimposing a uniform flow -Vc to
the left. For all values of a the inviscid flow relative to the vor-
tex is identical to that depicted in figure 4. A number of features
of the relative inviscid flow are worthy of note. Recall that the
scale of figure 4 is 2.5 times smaller than that of figures 3; thus it
may be seen that the main effects of the vortex are more spread out
than is suggested by the instantaneous streamline patterns in the
laboratory frame depicted in figures 3. A second point concerns the
relative stagnation points depicted in figure 4. The first of these
at vSa is termed the leading relative stagnation point and is char-
acterized by flow toward the wall; on the other hand the trailing
relative stagnation point is characterized by flow away from the wall.
If u* now denotes the streamwise inviscid velocity distribution near
the wall in the moving reference frame, the curve labeled a=0 in fig-
ure 5 gives [30] the velocity uw/(l- a)U. It may be observed that
there is a deceleration from upstream infinity to the leading relative
stagnation point followed by a strong reverse acceleration underneath
the vortex to an absolute minimum at x*=0. A similar type of be-
havior has been observed in turbulent boundary layers in a convected
reference frame experimentally by Nychas et al. [17] and also in the
water channel at Purdue by Prof. C. R. Smith. Again it should be re-
marked that the visualization carried out in these studies is in a
plane through a three-dimensional structure and we only note here that
the behavior in figure 4 is qualitatively similar to that observed in
the visualization. Behind the vortex center the velocity decreases
monotonically to zero toward the trailing relative stagnation point
and a slow acceleration ensues toward downstream infinity.

To consider the nature of the unsteady boundary-layer flow near
the infinite plane wall at y*=0, the following dimensionless varia-
bles are defined,

x = x*/a , y = (y*/a)Re , t = !J(l-a)t*/a

u* v* -e (4)
u (l-a) , v U(l-a)Re

Here the quantities with the asterisk denote dimensional quantities
and (u*,v*) are the components of velocity in the (x*,y*) directions
respectively; the Reynolds number is defined as Re= (l-a)Ua/v where
is the kinematic viscosity. The typical velocity (l-a)U which is
used to define the dimensionless variables in equations (4) is a
particularly convenient choice and corresponds to the inviscid veloc-
ity near the wall at infinity in the convected reference frame. The
laminar boundary-layer equations, which are exact in the limit Re- ,
are

dU

2-u + u 3u + v U dU 4 Zu ,

x + vy dx 3Y2 '(5)

__u + !_v 0
3X ay '

where
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U'(x) (6)l+x 2 . 6

The boundary conditions associated with equations (5) are

u:-3, v:0 at y:O; u U,(x) as y -, (7)

where

Here the parameter ; is the ratio of the convection velocity of the
vortex to the inviscid velocity near the wall at infinity in the mov-
ing reference frame.

The motivation for the choice of dimensionless variables in equa-

tions (4) is evident from equations (6) and (7); in these variables
the velocity in the inviscid flow near the wall is the same for all a
but the wall moves at different speed to the left. For the inviscid
flow near the wall an absolute minimum of -3 occurs in U.(x) at x=0.
At convection rates such that a<0.75, 3<3 and thus the wall moves
to the left at a slower velocity than -3; however at c=0.75,3=3 and
the wall moves at the same rate as the maximum inviscid speed. Fin-
ally for a>0.75, 3>3 and the wall moves at a greater rate than any
speed in the inviscid flow near the wall. Thus it is expected that a

critical case will be the situation of a vortex convecting at a rate
of 75% of the uniform flow speed; it will subsequently be shown that
the boundary-layer development is radically different for -. greater
or less than the critical value a=0.75 . Finally it should be noted
that as -tl, - arid the dimensionless variables in equations (4)
are not appropriate; however this singular behavior is apparent
rather than real. The case ci- l is of no interest since there is no
vortex in this limit.

The subsequent analysis could be carried in terms of the x coor-
dinate but it is convenient to introduce a new streamwise coordinate,
, defined by the Gbertler-type transformation

U =dx = 1I- - arctan x, (8)

whereupon the mainstream velocity (6) becomes

U.(x) = - U e( )

where U,(;) = 2(1-.cos-r&). This transformation is one-to-one and com-
presses'the doubly infinite range of x to the finite range [0,2] for
r; this is convenient for carrying out the numerical calculations.
Since the coordinate will be used throughout the paper it is worth-
while to summarize the effect of the transformation for some of the
critical x locations in the flow and this is done in Table 1.
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Table 1. Effect of the Transformation (8)

x streamwise location

0 upstream infinity

1/3 leading relative stagnation point

0 1 vortex center

5/3 trailing relative stagnation point

- 2 downstream infinity

a This transformation was used in reference [28] and the motivation for

its use is the same as discussed there.

Although the boundary conditions (6) and (7) are independent of
t it is evident that no steady solution to the problem exists in view
of the vortex sheet type flow at upstream and downstream infinity. To
investigate the nature of the unsteady flow the following unsteady
problem is considered. For t <0 a vortex pair is convected to the

v, : right in a uniform flow; at t=O the plate is abruptly inserted on the
synwietry plane y*=. For a1l t>O a thin unsteady boundary layer
will develop on the plate in order to satisfy the no slip condition
and in §3 the nature of this boundary layer will be considered.

It should be remarked that such an initial condition is virtually
impossible to produce experimentally. It is selected here primarily
as a mathematically convenient state from which the boundary-layer
development may be calculated forward in time. Our object here is to
determine whether or not the boundary layer responds to the vorticity
in the inviscid flow in such a way so that a breakdown of the boundary-
layer flow is to be expected along with a subsequent interaction of
the inviscid flow. Consequently since it will emerge that the latter
possibility is the correct one the particular initial condition selec-
ted is not important insofar as demonstrating the basic effect. It
is also worthwhile to remark that the inviscid flow is not disturbed
initially by the sudden appearance of the plate. The numerical solu-
tions which are summarized in §3 and reported in [30] strongly suggest
that breakdown will occur in all cases and in each case we specilate
on the nature of the ultimate breakdown.

3. NATURE OF THE BOUNDARY LAYER DUE TO A CONVECTED RECTILINEAR VORTEX

3.1 INTRODUCTION

At this point it is worthwhile to describe in somewhat more de-
tail the term breakdown. In the classical picture of laminar flow at
high Reynolds numbers, the flow field is double-structured consisting
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of (1) an outer region in which the effects of viscosity are negligible
to leading order, and (2) a viscous boundary layer region near all
solid walls. The laminar boundary layer has a thickness O(Re - ) and on
the scale of the inviscid flow and in the limit Re--, the boundary
layer is a region of zero thickness. However the notion of a thin
boundary layer embedded in an inviscid flow is known to fail in a num-
ber of circumstances; one example is the catastrophic separation ob-
served behind bluff bodies in which boundary-layer separation leads to
a large rotational wake region. To understand why and how such cata-
strophic separation occurs, the fluid motion due to bluff bodies
impulsively started from rest has been studied both theoretically and
experimentally. One such problem is the impulsively started circular
cylinder which has been discussed by Riley [1] and which will serve
here as an illustrative example. Immediately upon initiation of the
motion a thin viscous boundary layer forms on the cylinder; a short
time later separation occurs in the boundary layer near the rear stag-
nation point of the cylinder and as time increases, the separation
bubble increases in directions both tangential and normal to the
cylinder boundary. Up to and including this latter period of time the
concept of a thin boundary layer is still appropriate; indeed as
Proudman and Johnson [32] have argued the initial value mathematical
problem for the unsteady boundary-layer flow is well posed. Moreover,
provided a singularity does not develop in the solution at finite
t41e, once the limit Re -- is taken the boundary-layer flow cannot
influence the inviscid flow at any finite time. However it is ob-
served in the numerical calculations discussed in [1] that oncr separ-
ation in the boundary layer occurs, the effective boundary-laycr
thickness near the separation zone begins to increase substantially.
This effect is believed to be explained by Proudman and Johnson [32];
these authors modeled the unsteady boundary-layer flow near the rear
stagnation point of bluff body by considering the boundary-layer flow
due to an outflow inviscid stagnation point near an infinite plane
wall. It was demonstrated in [32] that for large time the boundary-
layer thickness grows exponentially with time, a phenomenon which we
term explosive boundary-layer growth. In cases for which the Proudman-
Johnson [32] model is appropriate, Riley [1] argues that an eruption
of the boundary-layer flow into the inviscid region is expected on
the dimensionless time scale t=O(log Re); this event is understood
to occur when the boundary-layer thickness becomes comparable to the
length scale of the body itself. The phenomenon of breakdown for a
cylinder is illustrated schematically in figure 6.

Another type of boundary layer breakdown is also believed to
occur in the motion of fluid past bluff bodies in the two separate
cases of magnetohydrodynamic flow and flow in a rotating environment.
This type of breakdown is illustrated schematically in figure 7. When
a strong radial magnetic field is present, the Lorentz force inhibits
the type of flow separation illustrated in figure 6 and at a critical
level discussed in [33], [34] and [35] no separated bubble occurs
within the boundary layer. As the magnetic field strength is further
increased a second critical level is reached beyond which a steady
boundary-layer flow solution is possible. The nature of the boundary-
layer flow in the intermediate range has been considered theoretically
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Boundary layer

- Figure 6. Schematic sketch of boundary-layer breakdown taking place
in the impulsive motion a bluff body and involving a
sep-ration effect; the boundary layer region is not to
scale. Breakdown occurs when the boundary layer thickness
becomes comoarable to the lenqth scale of the cyliner.

Boundary layer

Figure 7. Schematic sketch of boundary-layer breakdown taking place
without a separation effect; see text for examples.

309

_ ___



T.L. DOLIGALSKI/J.D.A. WALKER

by Leibovich [33] and Buckmaster [34], [35] and although the flow in
this parameter range is not completely understood these investigations
suggest: (1) an inherent unsteadiness in the boundary-layer flow in
a thin region near the rear stagnation point, and (2) an extreme
thickening of the boundary layer there. The numerical calculations of
Crisalli and Walker [36] (where the case of flow in a rotating frame
of reference is discussed) support the idea of the existence of a
steady boundary-layer flow above the second critical level as well as
substantial boundary-layer growth in the intermediate range. Physi-
cally the type of breakdown illustrated in figure 7 may be thought of
as a jet-like eruption of the boundary layer flow into the inviscid
region. Another example where breakdown of the boundary-layer flow
occurs in a localized location without a separation effect is the

*I boundary layer on a spinning sphere near the equator (Stewartson,
[37]).

& It is worthwhile to point out that, although the breakdown phe-

nomenon illustrated in figure 6 may be readily observed experimentally,
there are substantial theoretical difficulties in considering the
actual breakdown process. It is possible to numerically compute the
solution in the boundary layer up to and beyond the time of separation
in the case illustrated in figure 6; however once the separation
bubble begins to grow significantly in the direction normal to the
cylinder, formidable difficulties are encountered in continuing the
numerical integrations with good accuracy (see for example, Belcher
et al. [38]). There is persuasive evidence in the numerical integra-
tions reviewed by Riley [1] that the Proudman-Johnson model des-

-cribes the boundary-layer flow at large times in the case of the cir-
cular cylinder. However, in theory it is necessary to compute the
boundary-layer solution to large times in order to consider the
ultimate breakdown problem and to date this has not been possible.
At present there has been no successful rational treatment of the
breakdown problem in any situation where a separating unsteady bound-
ary layer ultimately interacts with the outer inviscid flow. At pre-
sent it has only been possible to calculate solutions in the boundary
layer at relatively early times. However the character of these
solutions gives some insight as to the type of boundary layer break-
down that should be expected and it is then possible to speculate on
the nature of the inviscid-viscous interaction that will eventually
follow with the outer flow.

In the present paper, the numerical integrations strongly suggest
that for all cases considered, breakdown of the boundary-layer flow
induced by the vortex motion will occur. The nature of the flow in
the case of vortex motion is similar in some respects to the bluff
body situations sketched in figures 6 and 7 but with two important
differences. First in the case of vortex motion the events which ul-
timately lead to breakdown, develop and take place in a frame of ref-
erence which convects uniformly with the vortex. In the second place,
in the situation illustrated in figure 6 the growing region of
reversed flow is expected to lead to breakdown wherein the erupting
boundary layer simply displaces the outer inviscid flow; in figure 7
the eruption is expected in a direction which at any stage is
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approximately the same as the direction of the local inviscid flow. In
the case of a vortex motion, the events which are expected to lead to
breakdown are somewhat localized and the eruption is expected to take
place into a crossflow in the inviscid region in the convected refer-
ence frame. Consequently the ultimate breakdown in the case of vortex
motion is believed to be somewhat more complex and violent than in the
classical separation depicted in figure 6, possibly leading to a
roll-up phenomenon in which another vortex is created.

Finally it is important to mention a third possibility other than
the two sketched in figures 6 and 7 regarding boundary-layer break-
down. Sears and Telionis [39] have postulated what they intend to be
a general model of unsteady laminar separation; this model is known
as the Moore-Rott-Sears model and is discussed in references [1], [28]
and [40]. The model is based on the conviction that a singularity
develops in the solution of the boundary-layer equations at finite
time in all cases of unsteady separation. In the Moore-Rott-Sears
model the term boundary-layer separation is reserved for the phenom-
enon we have termed breakdown. In the present paper, we shall adopt
the classical definition of boundary-layer separation and the term
separation is understood to imply the first appearance of a closed
recirculating eddy in the boundary-layer flow. It should be noted
that for any situation described by the Proudman-Johnson model [32],
breakdown occurs explosively as the boundary layer thickens exponen-
tially but only in the limit t--; on the other hand in any case of
breakdown described by the Moore-Rott-Sears model [39], breakdown will
occur much more abruptly. This is because if a singularity begins to

-develop at finite time, the outer inviscid flow must begin to respond
in such a way so that a singularity in the boundary-layer solution
never occurs.

3.2 THE CONVECTED VORTEX

In the study by Doligalski and Walker [30], the case of a vortex
held stationary in a crossflow (a =0) has been considered; in this
case boundary-layer separation occurs a short time after the insertion
of the plate in the flow. This separation is in the form of an eddy
attached to the wall and occurs in the region between the trailing
stagnation point at =1.67 and the vortex center at = 1. After the
flow in the boundary layer separates, the separated bubble grows in a
direction tangential and normal to the wall. Once the normal growth
of the eddy becomes significant, eventually a point is reached in the
numerical integrations where the calculations could not be continued
further; the reasons for the failure of the numerical calculations are
believed to be similar to those discussed in reference [28]. Moreover
the results are suggestive that an eruption of the boundary-layer flow
should be expected. Because the eddy created in the boundary layer
is of positive rotation it might be anticipated that one modification
to the inviscid flow in this case is that the parent vortex will be
displaced and driven away from the wall as is the case for the problem
treated in [28].
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In reference [30], a number of cases corresponding to a convected
rectilinear vortex of negative rotation were considered. Here only a
brief summary of the results and calculation procedure can be given
and complete details may be found in [30]. An unsteady stream func-
tion ,('-,y,t) is defined in terms of the velocity components (u,v) in
the frame of reference convecting with the vortex according to,

U -- v : Ue) - (9)u : vy ' ~

where Ue( ) e 2(1 -cos Tr). Rayleigh variables are defined by,

:, , i 2/f '(c,n,t) , (10)
2/f

and the boundary layer equations (5) become

3 3 12Y 2Y
-2n _ _ 4t = 4t -2 sin Tr(l - cos Tr )

3n3  + n2  [_ _ _

U e() T 2 T U e() T 21
2 r n an 2 3 2

The boundary conditions on the wall and at the mainstream are respec-

tively:

?( ,O,t) 0) :- , (12)

and
f- ( ,n,t) - 2cosxr-I as n- (13)

Recall here that the parameter a is related to the fractional convec-
tion rate a by 3= /(l -a). As -0,2 the right side of equation
(11) vanishes and the solution satisfying conditions (12) and (13) is

- $ + (l+$)erfn . (14)

The boundary layer solution at infinity given by equation (14) may be
interpreted as follows. At upstream and downstream infinity (corre-
sponding to =0 and 2 respectively) the inviscid mainstream velocity
in the convected frame is unity because of the normalization used to
define the dimensionless variables in equation (4). Once the plate
is inserted in the flow it appears to move to the left with velocity
-sin the convected frame; thus the situation at upstream and down-
stream infinity is analogous to a vortex sheet flow. The boundary
layer solution given by equation (14) provides the smooth transition
in the boundary layer between the left moving plate and right moving
uniform flow. This boundary-layer solution is a typical Rayleigh-
type flow and the boundary layer at infinity thickens continuously
and in proportion to YT upon insertion of the plate.

To obtain the proper initial conditions, an exact solution of
equations (11), which is valid for small time, may be calculated by
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writing the solution as a power series in time according to,

= TO(",n) + t(¢,n) + ... . (15)

This procedure is well known and will not be discussed in detail here.
The solution for the first term in equation (15) is

; n o + (a+2cos--_l)erfn , (16)

which describes the initial solucion at t=0 + for all c and n . The
solution for Yl is given in reference [30].

Equation (11), with boundary conditions given by equations (12)
and (13) at n = 0 and as n -- respectively and equation (14) at =0,2,
defines the nonlinear parabolic problem to be solved for various values
of the parameter 6. The initial velocity field at t=O + is described
by eouation (16) for all E and n and starting from this initial solu-
tion, equation (11) may be integrated numerically forward in time.
Calculations were carried out in this manner; however it eventually
proved convenient to write the velocity as a linear combination of the
Rayleigh flow at infinity plus a term due to the disturbing vortex
motion according to,

- = UR( ) - U ()U(,n) (17)

where

UR(n - + (l+6)erfn . (18)

The boundary conditions for U( ,n) follow from equations (12) and (13)

and are,

U(c,O) = 0 , U( ,n) - 1 as n . (19)

One motivating factor for the transformation (17) is that the variable
U varies from 0 at the wall to 1 at the boundary-layer edge; conse-
quently U may be interpreted as a normalized velocity which is conven-
ient for computational purposes.

3.3 THE NUMERICAL METHOD

A rectangular grid in the (E,n) plane was defined with uniform
mesh spacings in the and n directions denoted by h, and h2 respec-
tively; in all cases hi was selected so that mesh lines were located
at the stations =l1/3 and 5/3 which correspond to the streamwise
locations of the leading and trailing relative stagnation points, re-
spectively. The last of conditions (19) must be enforced at some
large but finite value of n, say n:= , as an approximation and X must

be increased until there is no significant change in the solution at
any value of t. Throughout the early stages of the integrations, for
each value of 6, a value of z=6 was found to be adequate. In all
cases, substantial boundary-layer growth was eventually observed in
the vicinity of the trailing relative stagnation point and it was
necessary to increase z to 8 and in some cases larger values in the
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latter stages of the integrations.

Equation ('I) with the transformation (18) is of the form
U U2

4 t 21 +2 P-L + RU + Q 2 + F,(20)It )2 ;n

where the coefficients P, R, Q and T are functions of U, u and and
7. A Crank-Nicolson scheme which is essentially the same as that
described in reference [28] was used to advance the solution in time.

A number of different mesh sizes and time steps were used as a
check on the accuracy and agreement between successive solutions was
excellent. In the initial phases of the motion, variations with time
are relatively large and a small time step k was used. The time step
k was progressively increased from k=0.001 to 0.025 at t=0.025 and
held. constant through the balance of the integration as described in
[28]. As a check on the accuracy two sets of mesh sizes for (h1,h.)
were used corresponding to (0.0167, 0.1) and (0.0111, 0.0667).

In the latter stages of the integrations, substantial difficulties
were encountered in continuing the numerical procedure. In some of the
cases,flow separation occurs within the boundary layer and similar
difficulties were encountered as described in reference [28]. In all
cases considered, intense variations in the flow field ultimately de-
velop in the range 1.67< <1.0 and eventually the numerical scheme
based on the standard Crank-Nicolson scheme failed to converge. This
is a well known difficulty which has been experienced in many other
unsteady boundary layer problems (see for example reference [38]).

The basis of the standard Crank-Nicolson scheme is illustrated
scnematically in figure 8. Here we use the Southwell notation to label
a typical point in the (r,n) mesh by 0 and surrounding points by 1, 2,
3 and 4 in the current time plane at t. The corresponding points in
the previous time plane at t-k are labeled with a - isks and on this
time plane the solution is assumed known. The partial differential
equation (20) is approximated at the midpoint of the time planes at the
point labeled 0 in figure 8. In the standard Crank-Nicolson scheme
the term Q;U/3 , for example, is evaluated at 0"* and a simple average
is taken along the line labeled (a) in figure 8, to obtain

0 -UI0 + 3; (21)

Here the subscripts and asterisks denote the point of approximation of
the appropriate terms. The simple average in equation (21) is second-
order accurate in the time step k. To evaluate the coefficient Qo*,
which contains values of the dependent variables, simple averages are
used so that the dependent variables are evaluated at points in the
mesh. At this stage the derivatives in equation (21) are approximated
by central differences in the appropriate time plane; for example

__ 2
T2 -l-- + 0(h2) (22)
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As indicated previously, in the latter stages of the integrations dif-
ficulties were experienced in continuing the numerical integrations
using this type of method; consequently an alternate forward-backward
differencing scheme was used. This method is similar to a scheme
developed by Cebeci [41] in the calculation of flow past an implusively
started circular cylinder. It will also be seen that the method of
differencing is similar to a technique used in an algorithm known as
"MacCormack's method" for inviscid supersonic flow calculations (see
for example [42], [43]). The main feature of this forward-backward
method affects only the evaluation of the terms P3U/3n and Q U/3: in
equation (20). Here the main features of the method for the term
Q3U/5r will be sketched; the details for PU/)n are easily inferred
from this discussion.

42* 2

hi h2  T1
0T t

(b)

* /(a)

3* 3(c)
4*

' k .. .; 4

Figure 8. Schematic diagram of grid structure at a typical mesh point
0 in the (,r,n) plane; see text for explanation of labels.

For the evaluation of Q U/ at the point 0**, it can be shown
that an average along a line passing through the point 0* is second
order accurate in the time step k. In particular consider the lines
labeled (b) and (c) in figure 8 which intersect the lines connecting
mesh points 0 and 1 and 0 and 3 at the midpoints respectively. The
U/a term may then be approximated on the appropriate time plane

with second order accuracy in h2. The choice of line (b) or line (c)
is dictated by the sign of the current value of Q** , if Q* > 0, the
following difference approximation for QaU/3 at ?he point 0"* is
used,
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?j1{U'I;Uo +o 3 1i (23)

On the other hand if Q** < 0, the difference approximation used is,
Q* FU0 -U3 + } (24)

The similarity of this method to a technique known as upwind-downwind
differencing should be noted; however the approximations in (23) and
(24) are second order accurate in both k and h. It may be inferred
that the matrix problem associated with this method of differencing
is always diagonally dominant.

To test the alternate differencing scheme, calculations were
carried out in the early stages of the motion using both methods and
the results were virtually identical. However an important feature
of the alternate method is that it was possible to extend the numeri-
cal integrations to larger times, beyond the point where the standard
Crank-Nicolson method failed to converge.

3.4 CALCULATED RESULTS

In reference [30] calculations were carried out the the cases
:0, 0.2, 0.4, 0.55, 0.7, 0.75 and 0.80. Here some results for two

representative cases (a=0.4 and a:0.8) will be presented and the
results for other cases in [30] summarized.

In order to plot the instantaneous streamlines, the stream func-
tion - is defined by equation (10) and consequently a plot of lines
of constant T gives the instantaneous streamlines; in the subsequent
figures the labels correspond to constant ly values. It is worthwhile
to emphasize that the streamline patterns that will be presented here
are relative to the vortex and thus the vortex is towing the develop-
ing boundary-layer patterns as it moves along the plate. The sub-
sequent plots are given in the ( ,n) plane which is convenient to
illustrate the flow patterns over the entire range from upstream to
downstream infinity. Note however that in this plane, because of the
transformation (8) there is a distortion of the flow patterns corre-
sponding to a relative compression of the far field flow and an
exaggeration of the region below the vortex.

In figures 9(a), 9(b), 9(c) and 9(d) the boundary-layer develop-
ment for the case c= 0.4 is illustrated. In figure 9(a) the instan-
taneous relative streamline patterns are plotted at t=0.2, where the
direction of relative flow is indicated by arrows. For 0<E<0.33
the motion in the upper portion of the boundary layer is downward and
toward upstream infinity. The streamline labeled -0.12 in figure
is a limiting streamline emanating from near the inflow stagnation
point and proceeding to upstream infinity; on the lower branch of
this limiting streamline the direction of flow is to the left all the
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way to downstream infinity at :2.0. Below the lower branch of this
limiting streamline all flow is to left and the arrows on the wall
emphasize the fact that the wall is moving to the left in the convec-
ted coordinate system. For 2<c<1.67 the flow on the upper branci of
the limiting streamline as well as for all streamlines above is upward
toward the trailing relative stagnation point. Between the inviscid
stagnation points, 0.33< <1.67, the flow patterns are characterized
by downflow near the leading relative stagnation point at = 0.33 and
subsequent upflow near the trailing stagnation point at c = 1 .67. The
flow pattern is almost symmetrical and this behavior is typical of all
values of a in the early stages of development of the boundary layer.

3 0I -I.0

3 .2.0/ /

1.0 1.0

I1.-
10 0

12 1 28-.12'

2.0 1.67 1.5 r 1.0 0.5 0.33

Figure 9(a). Instantaneous streamlines in the boundary layer
relative to the vortex for a= 0.4 at t 0.2.
(Labels correspond to lines of constant Y.)

In figure 9(b) the flow patterns in the convected frame are
plotted at t=0.4 for a =0.4 . It may be observed that near the
vicinity of the trailing relative stagnation point the streamlines
are developing a kink. This feature of the flow is typical for all
values of A<0.75 ; this behavior may be explained as follows. For
a <0.75, the speed of the wall to the left a=c:/(l -a) is less than 3;
however in the defined dimensionless coordinates the maximum inviscid
velocity at =1.0 is -3 to the left which is greater in magnitude
than the wall speed. Consequently, the net effect of this larger
inviscid velocity is to lift the relative streamlines up and may be
thought of as a reaming and lifting action by the vortex on the
boundary layer; however as the trailing relative stagnation point is
approached from the left the magnitude of the inviscid velocity de-
creases and the moving wall acts to drag the fluid to the left.
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3.0. ' 1 3.

-9.2

1.0 2.0 1

2.0 1.67 1. * 1 0.5 . U.3 0

Figure 9(b). Instantaneous streamlines in the boundary layer
relative to the vortex for = =0.4 at t= 0.4.
(Labels correspond to lines of constant T.)

In figure 9(c) the relative streamlines are plotted at t=0.6
where it may be observed that separation has occurred in the form of
a closed recirculating eddy in the flow field. There are two stagna-
tion points associated with the eddy: one at the eddy center and one
on the limiting streamline labeled -0.07 defining the eddy edge. It
may be observed that the eddy has appeared in the pocket that was ob-
served forming between the kinking streamlines in figure 9(b) in the
region l.O< < 1.67. The time-dependent development of the eddy is
typical of that observed in the classical separation problems involv-
ing bluff bodies. The eddy rapidly grows in the tangential direction
and then a period of accelerated and rapid growth in a direction
normal to the wall ensues. Note that the growing eddy increasingly
pushes up the limiting streamline labeled -0.12.

Shortly after t= 0.6 the standard Crank-Nicolson procedure failed
to converge and the calculations could only be carried further in
time using the forward-backward differencing scheme described in §3.3.
Eventually this scheme fails to converge as well at around t= 0.775.
The reason for the failure of the numerical procedure is evident from
figure 9(d) where the instantaneous streamlines are plotted at t= 0.7.
The streamlines near the right edge of the eddy and throughout the
field upward have begun to develop a spike-like behavior. This same
type of behavior was noted in the terminal stages of the integrations
reported in [28] where various attempts using forward-backward differ-
encing were used to extend the integrations to higher times. The
streamline behavior illustrated in figure 9(d) is suggestive of the
early stages of the development of a singular behavior in the boundary
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Figure 9(c). Instantaneous streamlines in the boundary layer
relative to the vortex for a=0.4 at t:0.6.
(Labels correspond to lines of constant Y.)
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Figure 9(d). Instantaneous streamlines in the boundary layer

relative to the vortex for ao= 0.4 at t=0.7.
(Labels correspond to lines of constant T'.)
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layer solution. At the stage of the integrations in figure 9(d) the
outer ooundary was 7=8 and this value appears adequately large in the
calculations; for this reason it does not appear that the thickening
boundary layer near the eddy is the major problem in continuing the
integrations. The major problem with continuing the integrations
appears to be associated with the developing intense variat'on in the
flow field near the right edge of the eddy. The calculations were
carried out using a CDC 6500 and at the point of termination of the
integrations there were approximately 22,000 points in the mesh. Be-
cause of core limitations the mesh could not be reduced further; thus
it is possible but not likely that the apparently developing singular
behavior in figure 9(d) is a symptom of numerical error. It is also
possible that a singular behavior is truly developing although it
would be premature to claim anything more than this.

Although the nature of the large time solution for the boundary
layer is not known, it may reasonably be concluded that a breakdown
will occur for a=0.4 and it is possible to speculate on the nature of
the breakdown. It appears likely that in the moving reference frame,
a boundary-layer eruption will occur to the right of the trailing
relative stagnation point. Note that the eddy in figure 9(c) is of
positive rotation and it might be expected that one effect of the
growing eddy will be to drive the parent eddy (which is of negative
rotation) away from the wall. However if the spawned eddy in the
boundary layer does emerge intact from the boundary layer it is also
worchwhile to note that the ejection will take place into a relative
crossflow (see figure 4) and some type of roll-up behavior into a
more complex eddy structure might be anticipated.

Whether or not the separated eddy in the boundary layer is rolled
up into a more complex multi-celled eddy as it is ejected from the
boundary layer, for all cases a <0.75, is not known; presumably this
depends on the size and strength of the eddy in the boundary layer.
In reference [30] a complete description of the calculations in the
range cc<0.75 is given. The boundary-layer eddy always appears in
the range 1.67 < 1.0 and has maximum tangential dimensions at the
lower values of . As a increases the size of the eddy decreases and
it moves progressively closer to the streamwise location of the trail-
ing relative stagnation point. In the case a =0.55 the streamwise
dimensions of the boundary-layer eddy are very small. In the case
i= 0.7 no separation was observed to occur; however a pronounced kink-
ing of the streamlines occurs near the trailing relative stagnation
point.

For o>0.75 a dramatic change occurs in the flow; in these situa-
tions s >3 and the wall moves at a rate to the left which is fdster
than the maximum inviscid velocity near the wall of -3. For these
cases no kinking of the streamlines occurs and a representative exam-
ple is ct= 0.8 at t=l.l which is illustrated in figure 10. In the cas-
es for o.> 0.75 substantial boundary-layer growth always occurs near the
trailing relative stagnation point; in these cases the boundary-layer
integrations could be continued for relatively long times provided
the outer boundary -=z was moved to progressively large values as
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Figure 10. Instantaneous streamlines in the boundary layer
relative to the vortex for a :0.8 at t =1.1.
(Labels correspond to lines of constant Y.)

the integration proceeded.

The boundary-layer growth is not readily apparent in the stream-
line patterns in figure 10 for a= 0.8; to illustrate this feature of
the flow a conventional displacement thickness is defined with respect
to the velocity in the laboratory frame according to

ff 1 - (u+3) dy (25)
0 2cos 7T-l+ d

The time dependent development of (* is plotted in figure 11 where the
acce'erated boundary layer growth near the trailing relative stagna-
tion point should be noted. The displacement effect illustrated in
figure 11 corresponds to the effect that an observer in the laboratory
frame would see at fixed values of time. It is interesting to note
that in the laboratory frame the effect could be interpreted as a
moving wave of growing amplitude although whether this is a useful
interpretation is questionable.

Preliminary experiments in the water channel at Purdue by Prof.
C. R. Smith have confirmed the general features of the displacement
thickness effect illustrated in figure 11. These experiments will be
reported elsewhere but the main ideas and preliminary results will be
summarized here as follows. A two dimensional vortex was created by
abruptly tilting an airfoil which was located upstream of a flat plate
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Figure II. Temporal development of displacement thickness for a 0.8.
(Labels correspond to values of t.)

in the water channel at Purdue. The effect of the vortex on the bound-
ary layer was then observed as the vortex passed over the flat plate;
the flow visualization was carried out using hydrogen bubble wires and
in a convected reference frame as reported in [181. To date it has
only been possible to create a relatively well controlled two-dimen-
sional vortex which is somewhat weak and which convects at about 95%
of the mainstream speed above the plate. In every case, an upwelling
was observed from the boundary layer and behind the vortex in accord-
ance with the present theory. As time increased the upwelling behind
the vortex became more pronounced and eventually a phenomenon, which
appeared to be a roll-up into another vortex structure, was observed;
in the television pictures taken in the convected reference frame,
this phenomenon appeared to resemble the cresting and breaking of an
ocean wave. Once the roll-up occurs the inviscid flow above the plate
is signiFicantly altered and while the cited experiments are as yet of
a preliminary nature, the correspondance with the present theory (and
the conjectures made in regard to the ultimate nature of the proposed
inviscid-viscous interaction) is very encouraging.

4. DISCUSSION

In view of the results of 93.4 and reference [301, it is reason-
able to conclude that the laminar unsteady boundary layer induced by
a convected vortex will not remain passive but will eventually react ii.
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such a way that an interaction will eventually occur with the outer
flow for any convection speed. For a rectilinear line filament a
critical value corresponds to the situation when the convection speed
of the vortex is 75" of the uniform flow speed. For convection rates
such that t <0.75, a kinking always occurs in the streamline patterns
near the streamwise location corresponding to the position of the
trailing relative stagnation point in the convected reference frame.
At the lower values of i <0.55 a separation phenomenon was observed
to initiate near the wall and eventually grow in the direction normal
to the wall; the eddy created in the boundary layer is of positive
rotation. As increases the relative width of the separation zone
diminishes and at :=0.7 no separation was observed. In view of the
difficulties discussed in §3.1 associated with consideration of the
actual breakdown problem, we are unable at present to consider the
ultimate inviscid-viscous interaction which we believe will occur with
the outer flow in all cases. However it is possible to speculate on
what should eventually transpire. It seems possible that for the low-
er values of a , the eddy created in the boundary-layer flow may even-
tually emerge from the boundary layer intact; because the spawned eddy
is of positive rotation one effect may be that the parent vortex will
be driven away from the wall. As a approaches 0.75 the width of the
region (where events are taking place that are expected to lead to a
penetration of the inviscid region) narrows and the width of the posi-
tive rotation eddy created in the boundary layer decreases. For
these latter values of a it is possible that the relatively narrow

band of upwelling fluid from the boundary layer is rolled up into
another vortex structure. It is well known that the injection of a
finite slug of fluid into an otherwise stagnant fluid can lead to the
formation of a vortex ring. It is possible that if such an ejection
occurs in a frame convecting with the parent vortex, that some type
of more complex vortex creation would occur; in this case the created
vortex would be of negative rotation. For -> 0.75, the development of
the boundary-layer flow is somewhat more gradual but again substantial
thickening of the boundary layer occurs. In these cases there is a
tendency for the flow to develop into a jet-like behavior near the
trailing relative stagnation point. This is similar in some respects
to the breakdown phenomenon illustrated in figure 7. In these cases,
a roll-up phenomenon is also expected and the experiments discussed in
i3.4 support this idea. Finally it is important to note that it is
only possible to properly perceive the phenomena discussed in this
paper in the convected reference frame; streamline patterns in the
laboratory frame have been given in reference [30] and these tend to
be somewhat misleading insofar as interpretation of events transpiring
within the boundary layer is concerned.

The rectilinear line filament represents one limit of inviscid
flow with vorticity in which the vorticity is concentrated in a very
localized reqion. For two dimensional vortex motions, it is natural
to inquire whether the phenomena described in this paper are peculiar
to only the rectilinear vortex. Batchelor [44], p. 534 has described
the other possible limit of two dimensional-vortex motion in which
the vorticity is distributed over a finite area in the inviscid flow.
Let (ro) be polar coordinates measured from an origin on an infinite
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plane wall and define a stream function in terms of the corresponding
velocity components (ur,Us ) by ur=r- 3,/, u:=-;y/3r. A solution
of the inviscid equations'which has the zero v6rticity for r>b and
is proportional to -p for r<b is given by

b2

= V(r- )sine for r>br
-2VJ (kr) (26)

kJ 0 (kb) sina for r <b

Here J, and J' are Bessel functions and k=,i/b where Xi is the ith
zero of the Bessel function J1 . This inviscid solution represents a
vortex flow embedded in a uniform flow having speed V at infinity with
vorticity spread out over a finite area, namely the half-circle r=b.

If the wall is now imagined to move to the left, an observer on
the wall would see a vortex of negative rotation convected to the
right. A variety of solutions are possible corresponding to the par-
ticular value of xi. Consider the first zero given by x,=3.8317; the
relative streamlines corresponding to this situation are plotted in
figure 12. The location of the vortex center is at r 0 = 0 .480b and in
preparing this figure the same scale was used as in figure 4 with r 0
being used to make lengths in equations (26) dimensionless. The in-
viscid flow patterns are essentially similar to that for the recti-
linear vortex in figure 4. Insofar as the boundary-layer flow is

Figure 12. Relative streamlines in inviscid flow for vortex flow

given by equation (26).
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Figure 13. Streamwise velocity distribution in the inviscid flow
in laboratory frame for vortex flow given by equation (26).

concerned, the relevant feature is the distribution of the inviscid
velocity near the wall. This is sketched in figure 13 for various
values of the relative convection rate; note the similarity to the
analogous figure 5 for the rectilinear vortex. In this case the crit-
ical convection rate can be calculated as a:0.713 rather than 0.75
for the rectilinear filament. The effects of the vorticity are
slightly more spread out than in the case of the rectilinear vortex
with the stagnation points occurring at x=±2.09rg rather than
x=±l.73a as in figure 4. Because of the close similarity of these
two limiting cases the boundary-layer development for this type of
single-celled vortex is expected to be similar to that of the recti-
linear vortex.

For xi =2 =7.0156 the double-structured vortex illustrated in
figure 14 is obtained and more recirculation zones can be obtained by
taking successively higher zeros of J1. In the case illustrated in
figure 14, the boundary-layer development is expected to be more com-
plex because of the multiple stagnation points in the relative invis-
cid flow. However in view of the fact that two outflow stagnation
points are present in the inviscid flow depicted in figure 14, it
seems likely that the wall boundary layer will erupt in response to
the vortex motion above it; however in this case the nature of the
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Figure 14. Relative streamlines in inviscid flow for distributed
vortex flow given in equation (26) with x=x

eruption will be more complex and will possibly occur at two locations.

In il of this paper we discussed why it would be desirable to
develop an understanding of the nature of the flow due to a loop fila-
ment above an otherwise laminar boundary layer. At the very least
this will give some insight as to the nature of the flow in the trans-
ition zone and possibly the flow in a turbulent boundary layer. It
seems apparent from the results in this paper that a laminar boundary
layer cannot remain intact when the inviscid flow contains convected
two-dimensional vortices; eventually the boundary layer will respond
to the motion of the vortex in such a way that eruption of the bound-
ary layer occurs along with an inviscid-viscous interaction with the
outer flow. Consideration of the loop filament in figure 1 is a more
substantial theoretical problem; the inviscid flow due to such a
structure is not well understood theoretically and because no analyt-
ic solution is available for the type of motion depicted in figure 1
it would be necessary to compute such an inviscid flow numerically.
Even if it supposed that such an inviscid calculation could be
carried out, the associated boundary-layer problem is at best diffi-
cult; due to the relatively large number of mesh points required in
the present two-dimensional study to accurately describe the boundary-
layer flow, the accurate calculation of the three-dimensional unsteady
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flow due to the loop in figure 1 is a formidable problem.

At the same time on the basis of the results of this paper it is
possible to make some speculations regarding the three-dimensional
problem. In figure 15 the anticipated instantaneous streamline pat-
terns due to a three-dimensional loop filament are sketched as viewed
by an observer in a convected reference frame. As in figure 1 the
vortex filament is shown as a solid line with the darkest portions of
the closed loop indicating the locations of strongest vorticity and
the sense of the vorticity is indicated as in figure 1. The three-
dimensional inviscid streamlines near the wall are indicated by the
broken lines with the direction of relative flow indicated by arrows.
The instantaneous stream surfaces above the wall are indicated by the
dotted lines and for simplicity only those in the foreground of the
symmetry plane of the loop are sketched. An instantaneous relative
stagnation point near the wall is expected and because the vorticity
is strongest at the head (A) and weakens along the arms of the loop
(B and C), the location of this instantaneous stagnation point is ex-
pected near the trailing portion of the loop at the point labeled 0.
Consequently, the zero stream surface is expected to be a tilted, lop-
sided umbrella-like surface; underneath this surface and above the
wall a recirculating loop eddy motion is anticipated which is centered
on the loop filament of vorticity. Because of the relatively weak
vorticity near the trailing portion,the portion of the eddy in this
region may be very difficult to observe experimentally. Near the
point labeled E near the wall the maximum reverse acceleration occurs

.................. ......

"--- " . . . -.

....... ,wall

Figure 15. Intuitive sketch of instantaneous relative flow due to
a loop filament of vorticity (see text for explanation
of flow patterns).
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in the symmetry plane of the loop. Of course the sketch in figure 15
is instantaneous; as time increases the distribution of vorticity
will change as the loop stretches. Moreover, wave-like instabilities
may well develop on the loop as it is convected downstream. However
it is reasonable to expect that the stagnation point will move along
the wall as well and be present at each instant.

It is worthwhile to emphasize that the sketch in figure 15 is
intuitive and is the expected instantaneous streamline pattern that

would be observed in a frame of reference which convects at or near
the speed of the vortex head (labeled A in figure 15). One difficulty
associated with the motion of the loop depicted in figure 15 is that
all portions of the loop move at different speeds as the loop stretch-
es and consequently the definition of a single convection speed which
is characteristic of the loop is difficult (unlike the case for a two
dimensional vortex). However it is reasonable to expect that the
dominant effects of the loop are associated with the locations of
strongest vorticity (the head A and the arms B and C). If the con-
vection speed of the observer is at or near the convection speed of
the vortex head, the zero stream surface should appear as in figure
15 but the orientation will vary as the convection speed is varied.
It will be rather difficult to obtain a complete three dimensional
picture of the flow associated with the loop in figure 15 using cur-
rent experimental visualization techniques; for example hydrogen
bubble wires produce a picture of the instantaneous flow ina plane and
a plane parallel to the streamwise direction would cut the loop in
such a manner that an observer would appear to see a transverse two-
dimensional vortex. Finally it should be pointed out that the nature
of the loop near D (the trailing portion) is conjectural but is be-
lieved to be realistic. In one other model [26], the vorticity
distribution in a spot was inferred from the ensemble-averaged
velocity measurements reported in [4]; presumably this inference was
carried out by identifying significant deviations from the mean
velocity with local regions of significant vorticity. However be-
cause strong upwelling occurs near the wall and behind the vortex
head, it cannot legitimately be assumed that the vortex filament
bends and ends on the wall as in [26]; this latter idea is the famil-
iar concept of a horseshoe vortex which bends sharply toward the wall
and joins its image at the plate. Because it is a theoretical im-
possibility for any vortex tube to end on a wall in any real fluid
[251, the notion of a horseshoe vortex as a useful model for flow in
a turbulent boundary layer or anywhere else should be abandoned. It

* is often remarked in defense of the horseshoe vortex that the model is
inviscid and, since the inviscid equations permit a vortex tube to
close on a wall,that the model is a reasonable approximation; however
near any wall a viscous boundary layer will exist. If a vortex tube
is imagined to enter the boundary layer, the manner in which the tube
closes back on itself without crossing the wall needs to be explained;
clearly such an explanation is difficult and for this reason the loop
filament depicted in figure 15 is believed to be the most realistic
vorticity distribution.

In any case, for a laminar boundary-layer flow below the vortex
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structure depicted in figure 15, the upwelling toward the stagnation
point 0 is believed to be an inherently unstable situation which will
ultimately lead to breakdown of the boundary-layer flow. The lifting
action of the vortex is expected to continually draw fluid from the
boundary layer until the erupting fluid penetrates the inviscid flow
near the instantaneous location of the point 0. We suggest that when
this sequence of events occur, since the eruption takes place into a
relative cross flow, a roll-up phenomenon could take place and another
loop vortex would be created. There is some evidence that this type
of regenerative process does occur in turbulent boundary layers. In
the experiments of Smith [18], the flow due to vortex motion in a
turbulent boundary layer was visualized using hydrogen bubble wires in
a frame of reference convecting with a vortex structure in the outer
layer. The upwelling and subsequent roll up was repeatedly observed
to take place behind the head of the vortex structure. Again it
should be pointed out that such a phenomenon will only be readily
apparent in a convected reference frame.

The calculations presented in this paper are for a two-dimension-
al vortex and solutions for a three dimensional loop of vorticity must
await further work. For such a loop filament of vorticity, vortex
stretching is expected to play an important role in the inviscid dy-
namics of the loop; however a primary effect of vortex stretching
would be to alter the convection speed of various portions of the loop.
In the present paper we have demonstrated that at least a laminar
boundary layer cannot withstand the massaging action of a two dimen-
sional vortex convected at any speed; for this reason it appears
rather unlikely that the ef~et of vortex stretching can negate the
basic eruptive phenomena described in this paper. Finally it is
worthwhile to point out that a vital feature of the proposed mechanism
is that viscosity is important in triggering the eruptions of the wall
layer although the ultimate interaction with the outer flow is prob-
ably inviscid in character.

Whether the physical mechanism proposed in this paper is the
primary production process in a turbulent boundary layer is hypo-
thetical at this point; we suggest this mechanism here as a reason-
able possibility on the basis of the current theoretical and experi-
mental evidence. The dynamics of the turbulent boundary layer are
very complex and further research into the possibility suggested here
is required.
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DISCUSSION

Coles:

I want to show a slide from a paper which was in press in
JFM by Cantwell, Coles and Dimotakis. This is a picture of par-
ticle trajectories in and near a turbulent spot in the plane of
symmetry. These are obtained under the touchy assumption that
the continuity equation applies in a two-dimensional plane.
The picture

'17

1)1

0.6 0.? 1.0

you see is in coordinates which normalize the size of the spot.
The observer is zooming away from the spot as the spot grows in
time in such a way that it's apparent size remains fixed. The
coordinates C and n are really x/t and y/t, and the stream
function has to be taken as iIt. The velocity is derived from
T in the usual way. The fact that the amount of fluid inside
the boundary of the spot is increasing with time means that the
vortex appears as a focus. Notice that the entrainment is all

%at the rear. There is no entrainment at the front, except near
the wall where the laminar boundary layer under-runs the spot
or the spot over-runs the laminar boundary layer. The fluid
which is entrained at the rear in the outer region rolls up
into the main vortex, which is the focus roughly in the center
of the figure. There is another small singularity and two separate
stagnation points in the flow. These are particle trajectories
remember. It's taken us quite a while to get so that we really
understand the difference between streamlines and particle tra-
jectories in unsteady flow and even then in only two-dimensions.
The point is that the topology of outer part of this spot pic-
ture is not too much different from the speaker's results,
except I think it would be interesting to have particle trajectories
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rather than the streamlines in his results.

Walker:

I would agree that it is extremely difficult to understand
what's going on in an unsteady flow, however, I feel more com-
fortable with streamlines than particle trajectories. I guess
I would like to ask a question about your spot picture. If the
head of the spot is a vortex, and this picture is a two-dimensional
cut of a vortex-loop of which the head is the leading portion, is
the upstream vortex we see the trailing part of that loop? If it
is the trailing portion of a loop, the rotation is incorrect.

Coles:

Well, I must say that puzzl us, too. We have pictures like
this at three different times in the evolution of the spot. That
particular singularity is only visible in the latest stage in the
evolution.

Landahl:

Don (Coles), would it be appropriate to point out that you have
compressed the x-scale tremendously, such that if you were to plot
this with equivalent x and y scales, you wouldn't see anything that
looked like concentrated vorticity.

Coles:

Yes, this thing is really very flat. It's at least 10 to 1,
maybe 20 to 1. The vortex structure is a very flat, very long
eliptical structure--not round at all. The second singularity
we just don't understand at the moment.

Kovasznay:

But is it entirely with the boundary layer? At least at the
vortex part?

Coles:

Well, there isn't any (turbulent) boundary layer. This is a
single turbulent spot. The laminar boundary layer you can detect
by the way the particle trajectories in front turn over and start
toward the left. The particle trajectories in an absolutely
irrotational uniform flow would all head for the point 1 on the
abcissa, which they all essentially do in this figure, subject
to displacement effects. But where they stop doing that and turn
back to the left is the deceleration processes as they enter the
laminar boundary layer. I might add that we looked for the wave
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packets in our photographic evidence, anJ could not find
them.

Morkovin:

How many turbulent boundary layer thicknesses long is the
spot?

Coles:

6On the order of 15.

Morkovin:

And no more?

Coles:

Well, I don't have a turbulent boundary layer thickness. I
have the thickness of the spot. This thing should be about 15
to 1 when you make the scales equal.

Morkovin:

But in principle, it should go on and on if it is the only
spot.

Coles:

If I don't have wave packets and drop offspring and so on-it's
something to do.

Morkovin:

The reason I am asking is I'm trying to find out whether your
vortex is the same vortex Dave Walker was trying to simulate,
which wculd be related to a single burst. This would presumably
have a number of bursts underneath would it not, if it's that
long?

Coles:

I believe so. We have looked at the streaky structure under
a spot and confirmed Kline's original statement that the bottom of
a spot looks like the bottom of a boundary layer. The same streaks
are present.

Kline:

There are a number of streaks under each spot?
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Coles:

Oh yes,under this thing there would be hundreds. Well, at

least 50 to 100 streaks across the width to this spot.

Morkovin:

So your vortex is some sort of a global vortex, and hence
I don't believe it is the same as what Dave Walker is trying to
simulate.

Coles:

The reason I showed this slide after hearing Dr. Walker's
talk is that I think this is the real situation that he is trying
to model. It happens to be a spot and not a vortex in a boundary
layer.

Walker:

Well---no, those filaments that I was drawing were vortices
in a boundary layer. The emerging belief that is coming from the

experiments of Chuck Smith and I think independently from Bob
Falco is that what is creating these small bursts or filaments
is a lot smaller than the ensemble average spot you show.

Walker:

I think it's possible to observe from Bob Falco's pictures
[See Figure 2 of paper by Falco in this proceedings. Ed.] that
i, fact, these large spots may be agglomerations of many small
filaments. There's certainly a lot of action going on within one
of these spots that is time-averaged out or ensemble-averaged out.
You can see a lot of action going on in the plan-view spot of
Falco's. I find it very difficult even to define a symmetry
plane in something like this. Perhaps Bob Falco would like to
describe this picture?

Falco:

That is a turbulent spot growing in a laminar boundary layer.
The Re is the order of about 5 X lo and the laminar boundary
layer is filled with smoke and the spot is sucking the smoke up
into it.

Walkcr:

In making an ensemble average one averages out a lot of the
details. In his pictures, you can see what Falco calls pocket
instabilities indicating, I think, an upflow from the clear fluid
underneath. I'm also possibly suggesting that a spot is an agglo-
meration of a number of these loop-like filaments.
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Morkovin:

And your (Walker's) model seeks to simulate those loop-like

small things?

Walker:

I'd like to be able to treat one loop filament first. The
problems are substantial. I'm talking about 22,000 points in a
two-dimensional calculation. The inviscid solution for a loop
is not known and you have to treat that problem numerically as
well. I think we could expect an order or two orders of magnitude
more mesh points for a three-dimensional loop. The problems are
not easy.

Abbott:

What Dave is getting, if this is a possible mimicing of
a regeneration method, is the following. He has a primary
vortex with one sense of vorticity which is spawning a secondary
vortex of the opposite sense. Now, if this is a regeneration
mechanism, the second vortex grows, moves out, and will interact
with the boundary layer which will produce presumably a third
vortex of the same sense of vorticity as the first one. Thus,
the third vortex will be the same as the first and this process
could then represent a cyclical, regenerating mechanism.

Wygnanski:

What Don (Coles) proposed was the advantage of particle
trajectories vis-a-vis streamlines and I agree. In the case of
a structure which keeps on growing, I would like to have Coles'
comment or perhaps the speakers comment, too, on what happens if
we have interacting structures? Is the streamline description
then convected in the proper frame? Would that be adequate?

Coles:

Let me first make a point about the philosophy of the aver-
aging processes as experimenters use them. If you look at an
ensemble of these spots, which I have shown in this picture,
there is an absolutely incredible standardization of the tur-
bulent spot, no matter where or how it originates. Obviously,
nature is trying to tell us something. If you do an ensemble
average and you see nothing, then you have to look again at the
details without averaging. If you look at an ensemble average
and you see something, then we could go to the next stage since
we know the particle trajectories and we have equations for
what happens to fluid when you follow a fluid element. I claim
that we saw something--we saw a vortex and we got a feeling for
entrainment--and thus, we know where the fluid element is going.
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Coles: t ont'd)

The next stage is to move the Reynolds averaging one step down
and talk about the stresses in the spot, where the stresses
in the spot are produced by details. The main structure, the
surviving part of the dynamics, seems to be a separate issue.

Wygnanski:

My question was related to the calculation. In the case
of the spot, I think that particle trajectories provide something
which is not describable by some pseudo streamlines. I say
pseudo streamlines because of the difficulty one encounters
due to spot growth. But in a case when we have interacting
spots in tandem, where the structure is essentially of a fixed size,
how relevant is the calculation that determines the particle tra-
jectory vis-a-vis a simple streamlines?

Coles:

I can tell you what our philosophy is in attacking an
undefined next stage. Cantwell has a paper in JFM recently
which looks to be a paper on similarity arguments and group theory.
Actually, it is an attempt to find and define a non-steady similari-
ty which would be relevant in reducing a turbulent spot or a vortex
in a vortex streak or vortex in a mixing layer to a conical form,
so that you can handle particle trajectories and follow processes
going along those trajectories. That's the point of that paper
and the picture I showed you of the spot was an example of the
canonical similarity in action. This appraoch is where we think
there is a contribution to be made.

Reynolds:

Let me suggest that we ought to have a group take a look at
the spot question and what can we learn about boundary layers
from spots. I'd like to suggest that Don Coles take part in that
discussion and Wygnanski and Dave Walker and Falco. We'll let
the committee decide on it's own Chairman, but I'll ask Falco
to call the meeting.

Brodkey:

This isn't a question to anybody, it's to the new spot committee.
In a number of photographs that Don Coles, Falco, and others have
shown me, I have often seen, depending on the visualization technique,
the streaky structure considerably upstream of the spot. The appear-
ance is of something that is swept under the spot, like under the
rug, and I wonder if you might also ask yourself what is going on---
Is something propagating upstream?
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Willmarth:

In your paper, Dave (Walker) the thing that struck me was
that you have a mechanism with a vortex for getting a stagnation
flow towards the wall, giving you a very strong shear layer. Could
you get that same shear layer near the wall without the vortex?

Walker:

Even in the 0.75 cases, you get a developing shear layer
near the rear stagnation point.

Willmarth:

So, I'm leaving you with the question, could the highly
sheared region become unstable in the Kelvin-Helmholtz
sense and erupt, forming its own vortex?

Walker:

Whether the high-shear region leads to an instability or not,
I don't know, but it certainly develops. Whether you can go that
one step further is still under study.

Abbott:

Of course, once that secondary vortex leaps off, continuity
tells us that something has to rush back down toward the plate.

Donaldson:

I'd just like to point out a little experience we have had
with computed vortices. First of all, you do get this opposite
vortex and we find that the shear layers are so powerful that
there's no way that you can proceed with the computation with
laminar viscosity in the kind of grid sizes that we have. If
you put in any kind of disturbance in the complete second-order
closure with scale, you'll find those are regions of extreme
production of turbulence, wherever those high-shear layers develop.
It's not turbulence, but the high-shear layers are very unstable
in the Kelvin-Helmholtz sense and are a very strong producer of
turbulence. If you put a secondary vortex in, the shear layers
can't get that strong and we've been able to calculate the se-
condary vortex as it goes all the way through the process of
rolling up into the primary vortex and killing it.
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ABSTRACT

The large-scale coherent motion associated with turbulent bursting
in a boundary layer is studied with the aid of an inviscid model. The

bspace-time evolution of a uisturbance of large horizontal dimensions
compared to the wall layer thickness is analyzed under the assumption
that the mean flow is parallel. The initial velocity field is assumed to
be set up by the action of the turbulent stresses produced by a patch of
secondary instablity. For short and moderate times, the effects of vis-
cosity and pressure are small, and the evolution of the disturbance is
conveniently studied with the aid of Lagrangian techniques. The model is
able to reproduce qualitatively many of the observed features of the
bursting motion such as the formation of longitudinal streaks, the rapid
acceleration after initiation of bursting, ana the strong y-coherence of
the u-fluctuations. In particular, the model demonstrates how action by
the mean shear makes the disturbance eventually evolve into a thin inter-
nal shear layer, thus making possible the appearance of a new region of
inflexional instability and hence burst regeneration-downstream of the
original burst.

1. INTRODUCTION

The discovery of recent years that turbulence in the wall region of
a boundary layer is hignly intermittent and possesses a quasiperiodic
and fairly distinct "bursty" structure (see Frenkiel et al. 1977 for a
number of recent papers on this subject) has pointed to the necessity of
analyzing in depth the dynamical processes involved in the generation of
turbulent fluctuations in this region. This requires the adoption of a
deterministic rather than a statistical approach since the usual statis-
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tical methods are not suitable for dealing with such highly intermittent
processes. because the flows under consideration are extremely compli-
cated undeady three-dimensional ones dominated by strong nonlinearity
and rotation, the development of a successful theory necessitates a very
careful choice of a theoretical model, one that it is simple enough to
analyze, yet incorporates the major dynamical effects. Early such ef-
forts emphasizing different aspects of the dynamics were those of Theo-
aorsen (1952), Einstein & Li (1956) and Sternberg (1965).

Since turbulence may in some sense be regardea as a manifestation of
flow instabilities, it is of considerable theoretical interest to try
to relate the dynamical process-s in the fully developed turbulent flow
to those studied in hydrodynamiL ztability theory. This approach (Lan-
dahl, 1967, Bark, 1975) has proven partially successful in explaining
some of the observed statistical properties of fluctuating pressures
and velocities in terms of the propagation characteristics of linear
waves. Later findings (Landahl, 1975, 1977) inoicate, however, that
other types of disturbances besides waves of the Tollmien-Schlichting
type must be incorporated in order to model properly the fluctuation
field. On basis of a two-scale model (first proposed in Landahl, 1973),
in which the main nonlinear interaction was assumed to occur through a
coupling between small and large scales of motion, it was concluded
that large-scale motion in a localized region, a "coherent structure",
would result from nonhomogeneous mixing in a patch of secondary insta-
bility of the inflectional type. In addition to waves of scales typical
of the dimension of the patch, the large-scale eddy produced by the
mixing will also contain a convected portion which will move downstream
with the local mean velocity. The shearing of the convected eddy was
found to lead to the formation of a new thin shear layer further down-
stream (Landahl, 1975), thus giving rise to a new inflectionally un-
stable region downstream of the original burst, and thereby making
burst regeneration possible.

In the present paper a more detailed analysis of the dynamics ofalarge-
scale coherent structure formed by the action of localized mixing is
given. The approach taken is to treat the flow as an initial value
problem with initial conditions provided by the large-scale momentum
transfer caused by the mixing due to secondary instability. Since the
processes involved are primarily inertial, viscosity is neglected.
On the assumption that strong nonlinearity is primarily confined to the
initial time period during the secondary instability phase, the evolu-
tion of each coherent structure could be analyzed separately, incepend-
ently of other large-scale motion and statistical superposition used to
model the random fluctuating flow field, if so desired.

2. FORMULATION OF THE MODEL

The theoretical model will be formulated on basis of the two-scale model
proposed by Landahl (1973). The fundamental ideas underlying this model
and some of the conclusions which can be drawn from it have been discus-
sed earlier (Landahl, 1975, 1977). Here we shall only give a brief review
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of its main features and draw some conclusions from it regarding the
overall characteristics of the initial large-scale velocity field.

To understand the characteristics of the initial large-scale velocity
field we must first discuss the behavior of the small-scale motion.
The secondary instability giving rise to the small-scale motion is
assumed to be of the Kelvin-Helmholtz type arising locally on a thin
internal shear layer formed in the flow. The secondary instability,
and hence the small-scale turbulence production, draws its energy from
the velocity difference across the shear layer, and the resulting mixing
will be such as to tend to remove the velocity difference (Landahl, 1975).
The instability, and hence the turbulence production, will therefore
eventually be quenched when the small-scale mixing has removed the local
inflection in the large-scale velocity distribution. After an initial
period of growth, the small-scale motion will therefore begin to decay
slowly due to viscous dissipation. After the completion of the initial
nonlinear growth phase, the motion will thus consist of a large-scale
field on which is superimposed a slowly decaying small-scale velocity
field, and the interaction between the large and small scales then
becomes weak. The subsequent evolution of the large-scale velocity
field may therefore be analyzed with the effects of the small-scale
motion neglected. Furthermore, since the mechanisms involved are
primarily inertial, the effects of viscosity may be omitted, at least
during a moderate time period after the creation of the coherent struc-
ture. Since observed typical dimensions of the large-scale eddies
are of the order the boundary layer thickness, the downstream rate of
change of the mean properties of the boundary layer may be neglected in
the analysis and therefore the parallel-flow assumption adopted for
the mean flow. With disturbance velocities ui (ul = u, u2 = v, u3 =W),
pressure p, and mean velocity U(y) the equations of motion may thus be

* written

D(ui + 8liU(y)) 3- 1 (1)
Dt ax xi

au ia : 0 (2)

xi

The boundary conditions are that the component u2 = v is zero at the
wall (y = 0) and that the disturbances vanish at large distances. The
region occupied by the disturbance shall be assumed to be localized
and have a typical horizontal dimension of X, which will be assumed
to be large compared to the thickness 6 of the wall layer. Since the
mean shear outside the wall and buffer regions is quite small compared
to what it is inside this region, one may treat the mean flow in the
wall layer as a separate boundary layer having a free-stream velocity
equal to the value at the edge of the wall layer which may be taken
to be located at approximately y+ = 50.
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Consider now the effect of a small-scale secondary instability occur-
ing over a patch of typical horizontal dimension Z and confined with-
in the wall region (see Fig. 1).

U00

17

: Figure 1. Two-scale model (conceptual) for initiation of
k coherent structure.

6,By integration of (1) and (2) over planes x2  y =const, the fol-
lowing relations may be shown to hold:

wffvdxdz = 0 (3)

ffvdd - dtf~uvdxdz  (4)
- O t ,

: -P -dyffuvdxdz (5)

where ti is the time of initiation of the disturbance and Pw the

wall pressure. In deriving these results it has been assumed thatthe disturbances drop off with distance from the center of the patch

fast enough to make boundary terms vanish. A localized eventproducingReynolds stresses of the usual sign (<uv><O) will thus impart a
moment of momentum to the flow, through the action of the surface

pressure, so as to give it a forward rotation in a sense oppositeto the mean shear (Landahl, 1975, 1977). Large instantaneous Rey-
noldw tris te are produced only as long as the small-scale instabi-
lity persists; thus the right-hand side of (4) will receive its ma-

jor contribution during the secondary growth stage, and the non-
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linear effects from the small-scale motion will be small thereafter.
Therefore, the subsequent evolution of the large-scale flow may be
treated independently from the small-scale motion, and each coherent
structure analyzed separately.

3. EVOLUTION OF THE COHERENT STRUCTURE

Following the discussions in the previous section we shall analyze
the large-scale motion as an initial value problem with initial condi-
tions u0 , vo, w0 specified at t = 0 and selected so as to be commen-
surate with the properties of t~e secondary instability. Thus

ffxvodxdz > 0

Also the initial u -distribution should be such that the streamwise ve-
locity (U + uo) is free from inflection. (For simplicity, uo will be
taken to be zero in the numerical example to be treated below). A for-
mal solution of the system (1), (2) is most easily constructed on basis
of material ("Lagrangian") coordinates

4i

defining the position of each fluid element at t = 0 (see Fig. 1). From
the first and third of (1) it follows that

u+U:U(,n,;) + U(n) - l Pt 1  (6)

0

w 0 (&,n,;) - 1 1 (7)
0

where f : Dtl ,denotes integration following a fluid element, i.e.,
holding E-constant. The laboratory ("Eulerian") coordinates are then
determined from

lt

x + 4 (U + Uo)t - (t-t (8)

1l
t

Z Z + W0t - P t - t )PzOtl (9)
0

344



M. T. LANDAHL

The pressure is found by integration of the second momentum equation
along x, z = const.,

fpTtrDv= 1( dy (10)

y

The second velocity component, finally, is found from the requirement
that continuity must be satisfied. The transformation of a volume ele-
ment from laboratory to material coordinates is given by

dxdydz = Jd~dnd (11)

where J is the Jacobian

J = det
t j/

For a fluid of constant density we must have that

J = 1 (12)

(Lamb, 1932, section 15). Hence, upon expansion of (12) it follows
that

Al yr + A 2 Y + A3 Y=l (13)

where

A x Z z x (4a)
1n ,-,yn

A2  & O - (14b)

A X = Z~ -x z (14c)

The identities expressed in the last column of (14) are found by
direct calculation setting dx = dz = 0 and making use of (13). One
may easily solve (13) by the method of characteristics, or equiva-
lently, by direct integration of (14 b), which gives

r dn,y : (15)
X,Z

where the boundary condition that y = 0 for n = 0 has been taken
into account. By substituting (8) and (9) into (14 b) we find
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A2  ( tuo  - I =)(1 + tWo - 13) (16)

- (tu0  - ll)(two- 

where

1 t (17 '
f (t tl)pxDt(0

and
lt

13 : f (t - tl)pztI (18)

It is convenient to define the quantity
nl I-A 2ml (y f dn I  (19)

X,Z

which gives the displacement of the fluid element in the direction
normal to the wall, the quantity of primary interest in Prandtl's
(1925) mixing-length theory. From this, the y-component of the per-
turbation velocity may be directly obtained

DZ m 
(20)

and then the pressure from (10).

The formal solution given by (6) - (10) and (16) - (20) is exact
within the framework of inviscid theory but can only be evaluated by
an iterative procedure. Fortunately, the problem considered allows
one to introduce some simplifying assumptions which make the evalua-
tion much more tractable. The assumption of a large horizontal scale
compared to the thickness of the wall layer allows one to neglect
the pressure variation through the boundary layer (the usual boundary
layer assumption) so that one may set

= Dv (21)
p P f Tt dy

throughout the layer, where p6 is the pressure at the edge of the
boundary layer. The flow outside the layer may be taken to be irrotatio-
nal, provided the initial disturbance is such that fluid elements ori-
ginating inside the shear layer do not penetrate outside y = 5. From
the equations for an irrational flow one finds that
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+ U (D + v (22)

where U is the velocity outside y = 6, D the velocity potential, and
subscript 6 denotes values at y = 5. The velocity potential may be cal-
culated in terms of v from the integral

1 v (xzl ,t) dxdz 
(23)

V (x-xi.) +(zz1)

Taking Z/UO to be a typical time scale of evolution for the large-
scale motion one may estimate the pressure to be of order (for times
which are not large compared to Z/U,)

R = O(U V) (24)
p

where vo is a measure of the amplitude of the initial motion. Using
this, one finds that the pressure integrals Il and 13 are of the order

1 0 1, 2 uovw z (25)
13 L

and their contribution to the integrand in (19) of order (taking only
the linear terms)

t 2U Vo/ 2  (26)

This will be negligible compared to the linear term

-(Uo& + Wo )  t Yon

which is of order t vo/ , whenever

t U/9 << Z/6 (27)

Hence, for 6/<<l the effects of pressure may be neglected for times
which are not large compared to the time needed for the disturbance
to be convected downstream a distance equal to its own length.

In the analysis which follows the perturbations are assumed to
be small so that terms involving products of the initial velocity
components may be neglected in the solution (19). From (16) it follows
that this is permissible provided
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v't << (28)
0

For times of order 6/v; and larger, nonlinear selfdistortion effects
may become important. Only for very weak disturbances such that

v/U_ (7/)2 (29)
0 (9

will the nonlinear effects be small compared to those of the pressure.
If (29) is not satisfied, the solution may be obtained by iteration on
the pressure as follows. First, the solution (19) is calculated by neg-
lecting Il and 13 in (16), Second, the pressure is obtained from (22)
and (23), Il and 13 are computed, and then an improved value of Zm de-
termined, etc. It is difficult to assess the convergence properties of
such a method, however. Possibly, a step-by-step procedure in time in
which after each time step a new initial velocity field is calculatedcould be used to study the flow behavior for large times.

To investigate the qualitative effects of pressure for large times,
we have here instead made use of the linearized solution. Neglecting
all terms which are quadratic in the initial velocity components we
find from (10) - (19)

Y 1 2 y t

= t v (l,nl,Z)dnl - f 2 dy f (t-tl)p( l,t 1 ,Z)dt1  (30)
0 0n 0

- ( +)
m 

m

where
2 2 2 a2/ 2

and

X - U(1)(t-tI) (tI = 0 in the first term)

Here, use has been made of continuity of the initial velocity field
and the approximr.tions

x + + U(y)t , y = n , z (31)

The first term, (1) in (30) may be regarded as the purely convected
solution. The second term, AZ , gives the lowest-order correction
due to the pressure. The pressure is now approximated by

348



'.. T. LANDAHL

_ (-L - Co v dxldz (32)
_< ~/(x-xl ) 2 + (z-z I ) 2

ano the perturbation velocity components by

I I t
u U 0( ,y,z) - 2.U'(y) - fp X Dtl (33)

m p 0

V ( + Uo m (34)

Sw wo -  f pz Dtl0 P 0

4. LARGE-TIME BEHAVIOR

We shall now consider the large-time behavior of the solution
(19) under certain simplifying assumptions. It follows that for mo-
derately large times such that (27) and (28) are satisfied both the
pressure and nonlinear terms may be neglected in (19) so that the
fluid element vertical displacement may be approximated by the line-
arized expression

(1) t n V(ol,nl;zdnl (36)
Z Zm f to oni~l'l0

where

= I = x - U(nl)t

By change of integration variable to I this may be written

Z_ ( xl1nl.z)d lO ( 1 (37)

where : x - U(y)t, and where Uj is given by
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U1 = U (nl) = (x - l)/t (38)

Consider now x/2>>l and large times (but within the limits set by (27)
and (28)). Since sizeable contributions to the integral (37) come only
for regions 7, = O(x/Z) , one may set

U1 X/t (39)

and 11 may thus be replaced by a constant in (37) giving

m I f V (l;nl;z)dn I  (40)

U1

where we have replaced the upper limit by infinity since vo, approach-
es zero for x/Z>>l. The solution fr- R will have the chara ter illust-
rated in Fig. 2.

(a) (b)

* I. m y

0

Figure 2. The fluid element displacement, Zm , in the
direction normal to the wall for large times (conceptual):
a) as function of & x - U (y)t
b) as fur 'on of y. U1  U (nl) = x/t.

For large negative (corresponding to large y) the range of
integration will include the whole streamwise range of nonzero
values of v , so that zm tends to a limiting nonzero value (pro-
iided lvd U* 0 ) aLove y : . For large positive , on the other
nand, 7'orresponding to small y) the lower limit will tend to +=
inJ the integral, and hence Zm, will become zero. The fluid element
-;s'icement will hence vary rapidly, when tU'>>l, in a region

, j :', with a thickness of order z/U't. Since, when the
- - :erh is neglected in (33)
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u : Uo( ,y,z) - Zmu (y) (41)

it follows that a thin shear layer, of thickness 6s = z/U't, decreasing
as the inverse of time, will form. It also follows from the second term
of (41) that the streamwise velocity will show a strong y-coherence
for y>n. Such coherence has been observed in the experiments by
Blackweider & Kaplan (1976).

For the nonlinear case one must include the possibility that A2
could become zero in some point for large times such that v /5 = 0 (s).
the conditions under which this may arise have not been investigated,
however.

The long-time effects of pressure may be studied on basis of the
linearized equations (30) - (35). Application of Fourier transform in
x, z and t to (30), (32) and (34), with

m :ff e-i(ax + 6z - Wt)zmdxdzdt (42)

gives

y on (nl)dn, 2 ^ k2 dn Mi(1 c] j)+ m(32 z - k 2 R f 7 Z (43)
O oi( - ~ [ia(UI- C) ]

- : a (U - c)) m/k (44)

In these, caret denotes triple Fourier transform as in (42), tilde a

transform with respect to x and z, only, e.g.

o= CO e-i(ax + BZ)dd (45)

and

r
U1  U

C =W/

k 5 +
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The behavior of the solution for 8/z<< 1 is obtained from the
transformed solution for small values of a and 8. Similarly, the
large-time behavior may be determined from the transform for small c.
From the solutions for zm and p the velocity components may be found
from (33) - (35), so only these quantities will be considered.

Combination of (43) and (44) gives

zr m (46)
M m6

I + k(U - c) 2 (U1 - C) " di11
0

Hence,

I(Ul - c) -  :'a

=-k(UO - c) z M6 + k(U -C) 28 -U c)_ 2dn (47)

where

-/1 (47)) f"-a(

(U _ -)'2 (n I)dn (48)
0

Expansion of the denomiinator in (46), (57) for small c and k yields

2 -21 + k(U-c) f (U1
2 c) dn (49)

0

k(U - c) U k(U - 2) U48)

cUl c
c c -

Index c denotes values at ri = n c' where n, is defined by U(n )=C.
That branch of the logarithm in the second tern which is obtined by
going below the integral must be chosen. This follows from the treat-
ment oT-t-F problem as an initial-value one; convergence of the Fourier
time integral then requires that a~c has a positive imaginary part.
(This difficulty is familiar in the theory of hydrodynamic instability
for an inviscid flow, see Lin, 1955). For small k it is found that

352



M. T. LANDAHL

(49) has a zero for c =c where

o q+ 0(k2) (50)
U + q [I - U U '' ( Hi - lnq )/U c  ]

c C

2 3 ' + i )//UU + Ilik2 U Uc'/U4 + O(k (Cor 0i

where q = k U,,/ULoThis gives the eigenvalue for an infinite wave train of

(a small) wave number k in an inviscid parallel shear flow. (The approx-
imation underlying (50) is the same as the one employed in the early ana-
lytical approaches to hydrodynamic stability theory. In fact the integral
in (49) is identical to the integral K in Lin. 1955 , p. 44). For
U''> 0, which will occur when the velo~ity profile has an inflection point
sbmewhere, the imaginary part of C0 is positive and the waves will grow,
i.e. the flow is unstable to small disturbances. The mean velocity pro-
file of interest here has U' '<0 everywhere, hence the flow is stable in
the hydrodynamic sense. From (50) it follows that

c */C HT k U 2 U"51
oi/0r C c /Uc  (51)

-which is of order 5/Z for k = 0(Iz) and thus small under the assumptions
of the present theory.

For the study of the long-time behavior of a disturbance of large
horizontal scale we need only retain the lowest-order terms in k and c,
provided all poles in the transform are properly represented. By approx-
imating the integrals in (47) and (48) through expansion of the inte-
grand about the point yc in the same manner as that employed in (49) and
retaining only poles, but not logarithmic terms in c and U-c (which give
rise to contributions varying as inverse powers of t), we obtain

V on(nC )  U

Im 2 U' (c U C) (52)
a c -c0)(-

But from (43) we find in the same manner

il) von(n) U

m 2 ' c(u - c) (53)
Uc

Hence, we may set, within the same approximation,

c ^(l)
m C -C 0  m4)
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After inversion, the results may be cast in form of the following
convolution integral:

'2 t (1)
m = x it1  ff G(x-xl z-zl t tl)Zm " ( 1 ,yZ ,t)dx ldz l (55)

where G is the inverse transform of

G i(56)

= (c - c0 )

An asymiiptotic analysis for x, t-- under the assumption that cai< 0
for all non-zero wave numbers, but that 1coil/cor << 1 (which is
consistent with the assumption 5/Z<<, see (54), gives the following
simple approximate result:

G L L sin ) x z U 1 . - X) (57)

TTZ LU(tU - x) H

Here, H(x) is the Heaviside step function and Uc' U'(yc) is defined by
(c.f. (39))

Uc = U(yc) : x/t (58)

In deriving (57), use has been made of (the first of) (50) with the
imaginary part neglected, i.e. taking

C o/U. - q/(l + q) (59)

It follows from (55), (57) that the effects of the pressure causes
the leading edge of the disturbance to propagate with the free-stream
velocity U, . This is in accordance with the finding by Gustavsson
(1978), in which it is shown that the continuous spectrum of the solu-
tion for a disturbance initiated in a boundary layer gives rise to a
portion propagating with the free-stream velocity, both in the viscous
and in the inviscid cases. It can also be shown from (55), (57) that
wm tends to zero as t-2 or faster as t-o for fixed x, in accordance
with the result of Gustavsson (1978;.

Of possible significance is also that (57) shows a definite span-
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wise periodicity with a wave length increasing with time. This will
also cause a cut-off for the larger spanwise scales, so that they
tend to propagate with a lower velocity (tUo-x larger) than those with
small spanwise scales. That the highest propagation velocities are
attained by the disturbances of the smallest spanwise scales is a
consequence of the form of the approximate dispersion relation (50).
This was derived under the assumption of a large horizontal scale, so
that the propagation velocities near u , predicted for the small scales
are not correctly given by this theory.

An interesting limit is that for t- with x/t = Uc held fixed.
The argument of the sine in (57) then tends to a fixed value, and one
can show that km approaches a nonvanishing value for t-).o, provided
U(y)<Uc<UL . Hence, the streamwise dimension of the disturbed region
will grow as t(U. - U(y)). Since the largest differences between the
free tream velocity and the local mean velocity U(y) are found near
the wall, one would thus expect the most highly elongated disturbances
to appear there. This may provide a possible explanation for the
streaky structure observed to occur in the turbulent boundary layer
in the region close to the wall. However, in a real viscous flow the
pressure cannot give rise to nondecaying disturbances, unless neutrally
stable or growing waves are present because of instability. In the in-
viscid case, waves of a-0 will always be nondecaying, even if the flow
is hydrodynamically stable, and they provide the main contributions to
the nondecaying disturbances in the limit of t-. In the viscous case,
the waves with a-0 will be decaying, and the disturbed region will
therefore not continue to grow forever, butdecaywill set in at some
finite value of streamwise to spanwise wave length.

It is of interest to estimate the time required for viscous
effects to become important. By comparing the rate at which viscosity
diffuses the internal shear layer with the rate at which it is being
thinned by stretching of spanwise mean vorticity, Landahl (1977)
arrived at the following estimate of the time tv at which viscous
diffusion and stretching balance:

t v - (Z2 /U'2) 1/3 (60)

In terms of wall variables, taking for U' the value at the wall one
finds

t ( +)2/3

which shows that viscous effects are likely to become important before
the disturbance has travelled a distance downstream many times its own
streamwise length. The time required for viscous diffusion from the
wall to be felt in the flow is given by

tvw y /V

which in terms of wall variables gives

t+  y +2
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wnich appears to give a somewhat less severe restriction, except in
the immediate neighborhood of the wall (y+ < 5, say).

5. NUMERICAL EXAMPLE

A numerical example will be used to illustrate the application of the
simplified model and a comparison made with experimental data. From
(3) it follows that the initial v-distribution must be such that the
net vertical flow across a plane y = const. must be zero. According to
(4) the moment of vo with respect to the z-axis should on the average
be positive, since <uv> is negative, typical vo-distribution will
thus have values that are positive downstream and negative upstream of
the center of the disturbance. Also, since the Reynolds stresses drop
to zero for y = 0 and for y = &, the initial v-distribution must be
zero in these limits and have a maximum near the position of maximum
turbulence production. For the calculations presented here, the follow-
ing vo-distribution which satisfied these conditions was chosen

I + +2 + y.+ 2

Ix\ (x2 (61)
v 0 C p + + (61)

1 2 1 2

In this, zl and Z+ are scaling factors to be suitably selected. The plus

superscript is used to indicate that viscous wall variables will be used
in the presentation of the results. Fig. 3 shows numerical values for

Vo e / z 50 and z= 16

y.

0

Figure 3. Initial condition used in numerical example uo = 0,

NF from (61).
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This v9-distribution has a maximum at y+ = 16 and an overall streamwise
dimension of approximately 200 in wall units, values which are not in-
consistent with experimental data. The value of C was selected to make
the maximum of v^ equal to unity (i.e. equal to te wall friction velo-
city in dimensional form). At y+ = 40, vo is about 0.03 and hence of
negligible magnitude above this y+-value. The character of the solution
depends primarily on the scaling factor z+; by a simple linear rescaling
the results for a given parameter combinaiion may be applied to any other
desired combination of C_ and Z+. For a representation of the mean velo-
city distribution the si ple exponential approximation proposed by
Schubert & Corcos (1965)

U+ = 1(l -e Y + / 16 )

16 (1l-e )(62)

was found to give adequate accuracy for the present purpose.

Fluid element displacements tm, and from this the u-perturbations,
were calculated with pressure effects ignored. Sample results are shown
in Fig. 4 and 5. At first, the streamwise velocity perturbation grows
rapidly, and the flow pattern is stretched out in the streamwise direc-
tion. A shear layer is seen to form and intensify as it is convected
downstream. For t+ = 5 it is just beginning to appear between about
x+ = -50 and x+ = 0, and for t+ = 15 it is most intense at around
x+ = 50.

40

Y

30-

-50 0 50 x 100

24
U

Figure 4. Distribution of streamwise velocity perturbation u

at t+ = 5 for model example. Dotted line+gives position of

fluid elements originally located along y 50.
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K 7

20\

0 10020

2 \

U

Figure 5. Distribution of streamwise velocity perturbation
at t+ = 15 . Dotted line gives position of fluid elements
originally located along y+ = 50

The displacement of the outer edge of the wall layer (taken to
be located at y+ = 50) is also indicated in both figures. For t+ = 15
the displacement has become so large that the validity of the linear-
ized theory may be seriously in doubt for this choice of initital velo-
city amplitudes. Nevertheless, the characteristic features shown by
the theory such as the appearance of a bulge next to a depression
further downstream are likely to be correctly represented. The depres-
sion and bulge will be convected downstream with a velocity less than
U,, and the fluid riding over the outer edge of the wall layer will
induce a pressure pattern which cuuld be expected to consist of an
overpressure in the region below the depression and an underpressure
below the bulge. This pattern will then disperse as waves.

Perhaps the most revealing way to present the results is to show
how the perturbation velocity distribution at a given downstream loca-
tion varies with time. This would be what would be seen in experiments
such as those of Blackwelder & Kaplan (1976) in which instantaneous
velocity distributions were measured by a hot-wire rake. The variable-
interval time-averaging (VITA) detection and sampling method employed
by them could be expected to pick out structures which have formed just
upstream of the measurement station. Accordingly, the station x+ = 50,
a position about half-way downstream of the center of the initial dis-
turbance, was chosen as one which might correspond qualitatively to the
experimental situation. In Fig. 6 are shown the streamwise perturbation
velocities as function of y+ at various nondimensional time t+ after
the initiation of the disturbance. One sees first a velocity defect ex-
tending throughout the whole layer. This arises because the station con-
sidered is first affected by fluid elements which have been lifted up
by the initial vo-distribution. At t+ = 10 the regions further out from
the wall have begun to receive fluid elements travelling towards the
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wall, and an accelerated region begins to fill up the whole y+ -range.
The perturbation velocities then decay slowly to zero.

E'l

t+
= 

5 "--10 .15 =20=4

1-41

Figure 6. Streamwise perturbation velocity profile for

x+ = 50 at various instances of time.

The model calculations may be compared to the conditionally samp-
led perturbation velocities obtained by Blackvelder & Kaplan (1972)
using their VITA procedure. These are reproduced in Fig. 7. As seen, the
results obtained from the theoretical model are remarkably similar to
the experimental ones. The most characteristic features of the mea-
sured data, which are correctly represented by the theory, is the
strong shear layer, which appears to propagate towards the wall, and
the very rapid acceleration associated with the passage of the shear
layer. The experiments also show the predicted slow deceleration back
to the undisturbed mean flow. The main qualitative difference is the
observed excess velocity in the outer layer for early times which is
not included in the simplified model. This velocity excess is probably
a manifestation of the wallward motion (the sweep) which has been ob-
served to precede the bursting (Corino & Brodkey, 1969 Offen & Kline,
1974) and which appears to be essential for the initiation of the
lift-up and subsequent bre k-up of the flow in the wall region. This
sweep is believed to originate in a previous burst further upstream.
Since it was assumed for the initial conditions that uo = 0, the cal-
culated results will shew small streamwise perturbations in the outer
region for small times.
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Figure 7. Conditionally (VITA) averaged u-pert *urbation
velocity profiles with positive and negative time delay r
relative to the time of detection obtained in experiments
by Blackwelder & Kaplan [291.

The sign predicted by the present theory for the perturbation
velocity in the outer region caused by an earlier upstream burst may
be determined from the approximate asymptotic solution (40). For values
of y greater than the value y volmax for which vo has its largest
magnitude, Von is negative fo tf'e -ownstream region in and positive
for the upstream region. Therefore, the integral in (40) will be nega-
tive, and the fluid elements therefore tend to be displaced towards the
wall in this region (see Fig. 8), i.e. a velocity excess occurs. For
the region closer to the wall, for y<yv the opposite situation
prevails. Thus, a velocity excess tendIV86velop in the outer region
for large times, and this may travel downstream to interact with a new
burst.

For large times the effects of pressure must be taken into account,
which may be accomplished through application of (55). By substituting
into (57) the exponential approximation (62) for the velocity profile, G
becomes, expressed in wall variables
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y'Y

Y Y Yolmax

/ f//f I'f f/ / i I / / / / ' ii i i i/

Figure 8. Typical streak lines. Upper curve, y greater than
value y ivolmax for which 1v0  is maximum.

Lower curve, y < ylvoimax

sin [ z+ +U+ x+
G z l U t 6+ (

+
in which, in accordance with (62), u+  16 and 6+  16. With x+/t +  U c'
this gives a spanwise wave length of

+ =N+ U+ +

X = 2 /r6 U_ /U & 100 U /U (64)
Z -a c c

Since initial disturbances of finite spanwise scales always give rise
to propagation velocities less than the free-stream velocity, this ex-
pression gives a somewhat larger spanwise streak spacing than the
accepted experimental value of X+ = 100 (see Gupta et al., 1971). How-ever, for such a small scale the basic assumption of the theory, namely

that the horizontal scale is large compared to the thickness of the wall
layer, is of questionable validity. Even more serious is the neglect
of viscosity for this case, since it is likely to have a considerable
effect on the dispersion characteristics of the pressure waves. There-
fore, the fairly good quantitative agreement between theory and expe-
riments in this case is probably fortuitous.

6. CONCLUSIONS

The simple theoretical model presented here is based on the assump-
tion that the interaction mechanism responsible for the generation of
turbulent fluctuations is basically inviscid and involves the inter-
action of eddy motion of two disparate length scales, a large-scale one,
typically of a dimension of the order of the boundary layer thickness,
and a small-scale one, of a dimension smaller than the thickness of the
wall layer. The large-scale eddy is set into motion by the action of
the nonuniform Reynolds stresses produced by inflectional instability
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of a thin internal shear layer. The turbulent mixing due to this insta-
bility can be shown to induce a slow forward rotation of the large-scale
flow, in a sense opposite to the mean shear. That bursting regions in-
deed show such a rotation has recently been found in pipe-flow experi-
ments by Sabot & Comte-Bellot (1976).

Under the assumption that the horizontal dimensions of the large-
scale field are large compared to the thickness of the wall layer it can
be shown that the effects of pressure and of nonlinearity on the evolu-
tion of the large-scale eddy may be neglected during short and moderate
times after its initiation. By use of a Lagrangian analysis a simple
formula for the displacement of the fluid element in the direction nor-
mal to the wall could then be derived. From this, one may then easily

calculate the streamwise perturbation velocity in the spirit of
Prandtl's mixing-length theory.

From the approximate theory one can demonstrate that a localized
disturbance tends to develop into a thin shear layer during its down-
stream travel. A numerical example presented to illustrate the theory
shows clearly this tendency and also gives qualitative agreement with
conditionally averaged data obtained in the experiments by Blackwelder &
Kaplan (1972). For large times after the intitiation of the disturbance,
measured in terms of the time it requires to be convected downstream a
distance equal to its own length, nonlinearity, pressure, and viscosity
may all become important. Nonlinear effects may be handled fairly easily
by the theory for cases for which the pressure gradient effects are
small.

The effects of pressure, which provide the most intricate part of
the analysis, were studied on the basis of linearized equations. It was
found that for large times the pressure waves will give rise to an elon-
gated pattern whose streamwise length will continue to grow as the long
waves become more and more dominant. The flow will thus become increas-
ingly two-dimensional in planes normal to the x-axis within this pattern.
From (30) it therefore follows that the pressure effect will depend pri-

marily on p At a spanwise pressure maximum, Pzz will be negative,

and the coniribution to zm will be negative, i.e., the flow will be

speeded up. The opposite will be true for a pressure minimum. Since a

region of Pzz < 0 must always have neighboring spanwise regions of

Pzz > 0, a high-speed streak could be expected to be located between

two low-speed streaks, That low-speed streaks tend to occur in pairs is

consistent with observations of the streaky structure in the viscc-s

sublayer (see Gupta et al., 1971). The present theory also gives an

estimate of the spacing between longitudinal streaks in terms of the

wave propagation characteristics for waves of large streamwise wave

lengths.

It has been proposed by Offen & Kline (1975) and others that the
inflectional region preceding oreakdown is caused by a large-scale tra-
velling pressure disturbance, originating in the outer portions of the

boundary layer, which will retard the fluid elements near the wall
through the action of a local adverse pressure gradient. Measurements
reported by Willmarth (1975) show that intermittent Reynolds stress pro-
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duction is associated with the passage of a large-scale pressure minimum
which would indicate that the fluid near the wall, having a velocity
less than the convection velocity of the pressure, had been subjected to
retardation by a positive pressure gradient just beforc bursting. An
estimate un basis of the present inviscid theory gives, in contrast,
that this effect tends asymptotically to zero as the time of travel of
the disturbance tends to infinity. The result of the present theory that
a large lift-up would occur at a spanwise minimum of the pressure is not
inconsistent with the experimental findings, however.

Simple estimates show that viscosity is likely to become important
at about the same time pressure effects begin to be felt. From compari-
sons between the viscous and inviscid stability analysis, it could be
expected that the propagation characteristics of the waves induced
during the large-scale motion will be changed considerably by viscosity.
An initial-value analysis similar to the one carried out here but with
viscosity taken into account would therefore be desirable. Some initial
efforts in this direction have been made by Gustavsson (1978) but the
analysis becomes considerably more complicated than the one presented
here and the results much more difficult to interpret.
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DISCUSSION

Kline:

Marten (Landahl), you said that you were basically working
off the inflectional profile, but you wanted also to have the
condition that the group velocity of the finer-scales was the
same speed as the phase velocity of the larger motion. Can you
give us some simple reason why you want that condition? Does it
arise out of your assumption that a finer-scale has to feed back
into a larger-scale?

Landahl:

No, it's simply a result of kinematic waves. When the wave
group comes to a position where it's group velocity is equal to
the phase velocity it tends to compress, it's an accordian effect,
and the amplitudes tend to go up.

Kline:

In other words, you need that (the accordian effect) in
order to get the increase in ampli1tude?

Landahl:

I suspect that it isn't required for a violent instability,
and this may constitute an explanation as to why not every in-
flectional profile leads to a burst.

Reynolds:

I guess it is worth noting that in two-dimensions, it
generally is understood that the cascade goes in the other
direction, from high wave numbers to low wave numbers.

RBrodkey:

Marten, I'm just a little confused. The first part of
the analysis is for very short-times, and yet when you brought
in the last part, you ignored the branch, which would be l/t, which
turns the analysis around and makes it long-time. I don't quite
understand what time is in the total solution, because one
part of the analysis is for short-times and the other is for
long-times.

Landahl:

Large time means large time in terms of how far the
structure travels in terms of it's own dimension.
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Brodkev:

I'd call that a short-time.

Landahl:

Well, not necessarily, because the smaller scales can
travel several times their own scale downstream. If you look
at Emmerling's pressure measurements, you'll see this.

Falco:

Marten (Landahl), you say that to get a sufficiently
rapid event, that we should be considering an inviscid process.
Would you comment on that in light of Dave Walker's talk a
little bit earlier in which he showed a fairly rapid process
which was brought about because of the no-slip condition on
the wall and viscous action?

Landahl:

I really don't have a feel for the time-scales involved
in that case. Of course, one thing you have to realize is
that the vorticity regions that you see in the boundary
layer are always flattened out. They are not concentrated
vortices, and that, of course, sets the time-scale of the evolu-
tion of the viscous effects, also. If you noted, my estimate
of the effect of viscosity on the large-scales involved a
characteristic length, and for very short lengths of course,
viscosity effects will set in fairly rapidly.

Blackwelder:

I am curious as to how you get a length-scale in the span-
wise z-direction. Did you make some specific assumptions
which brought that in?

Landahl:

No, not really. It came from the dispersion relationship
of the inviscid waves. Of course the shortest length-scale
is involved with propagational waves, which propagate at a
velocity close to the free stream, and the theory isn't good
for that regime. That's the reason thdt I say it's probably
a coincidence that the results are of the right order of
magnitude. However, once you have identified that this is
a wave property, you can go ahead and perform the wave cal-
culation for the completely viscous case. If you do that, you
find that there are spectral peaks which correspond to a span-
wise, wave-length which is roughly consistent with experimental
data, perhaps 50% greater. The predicted stream-wise lengths
are about 6 or 7 times as long.
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Blackwelder:

Have you looked at the span-wise velocity component then?

Landahl:

No.

Walker:

I'd like to comment in response to the matter of concentra-
ted vorticity. I think it's clear from some of Falco's work
that those typical eddies are pretty concentrated regions of
vorticity.

Landahl:

They become concentrated eddies once they lift-up and
that could come about either through instability or through some-
thing else. What happens once you get them concentrated is,
of course,another story. I'm just considering the condition
for initiation of the strong secondary instability.

Walker:

The second question I have focuses on your appraoch.
I'm not clear what equations you are solving to begin with.
You neglected the viscosity and there doesn't seem to be any com-
posite inner and outer layer in what you start off with.

Landahl:

Well, I'm analyzing the inner layer.

Walker:

And neglecting viscosity?

Landahl:

Sure. That's perfectly okay as long as I stick to short
times relative to the initiation of the large-scale distru-
bance. The estimate of the time-scales was what I gave in one of
the first slides.

Walker:

What is it that you expect to happen once the shear layer or
the profile develops an inflection?
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Landahl:

Once it develops a shear layer, I expect that a secondary
instability would set in.

Walker:

Yes, but what physically is going to happen? Are we going
to see an explosion or what?

Landahl:

There will be a strong mixing which relieves the internal
shear layer, and sets off the next large-scale disturbance.

Walker:

So, in your view of things, there is nothing initiating
this in the outer layer; this is a small disturbance?

Landahl:

I'm not saying that nothing initiates this instability
in the outer-layer. The thing that initiates the breakdown
of the outer-layer is most probably a pressure disturbance
passing by, because pressure has the right propagation character-
istic for producing focusing of secondary instabilities.

Zakkay:

Are there any limitations in U or Reynolds number? I'd
like to know because there was some'discussion of these yesterday.
I think Professor Kline mentioned that the effective Reynolds number
is not that important. Very little experimental results are being
obtained in higher Reynolds number ranges, and I think that we
really need to redefine our conditions at very high Reynolds numbers,
especially the sublayer condition.

Landahl:

As to the effect of viscosity, although I present the results
in wall variables, that's only incidental to the theory. The
evolution of the disturbance is completely controlled in this
theory by the mean flow. The reason why the wall variables
come into the picture is because you can express the velocity
distribution in the inner wall region by wall variables. That's
the only reason for them. And thus U really implies the velocity
at the edge of the wall-layer.
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Zakkay:

But what limitations can it have on the Reynolds number?

Landahl:

The limitation on Reynolds number has to do with the limi-
tation on viscosity and that's contained in this analysis. I'm jist
following a large-scale distrubance from its initiation by small
scale mixing. Viscosity will set in and, in particular, visco-
sity will be important for the smaller scales.

Orszag:

I would just like to suggest that one of the panels con-
sider the question of precisely what flow equations we can
use when considering a turbulent boundary layer. Is it okay to
use the boundary layer equations to analyze such things as a
spot or turbulent burst? Can we neglect viscosity or do we
have to use the full Navier-Stokes equations? We've heard a
couple of talks today where approximations have been made,
and we need to ascertair, the limitations of such analyses.

Renyolds:

Okay, the question toa committee is "Which equations should
be used to characterize certain features of the flow?" Per-
haps there might be more than one feature or more than one recommen-
dation on the kinds of equations.

[Reynolds appoints committee of Orszag, Ormand, and Reshotko to
examine question; see committee report number one. Ed.]

Landahl:

Let me point out, that there is a boundary-layer assumption
involved in my analysis, namely that the stream-wise lengths of
thedisturbance are large compared to the thickness of the layer.
That's precisely the bounaary-layer assumption. This allows
one to assume that the induced pressure is effectively constant
through the layer.

3
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Kline:

I wanted to inquire a little farther into your (Landahl's)
remarks about the pressure coming down to the wall. We all
recognize,of course, that you can describe it as vorticity or
as a vortex sheet or as velocity, but it might also be well
to remember that Euler's equations, tell us that pressure pertur-
bations are also velocity perturbations. What I want to ask you
is are you visualizing pressure distrubances as initiating streaks
or initiating lift-ups? The two would be quite different, pre-
sumably.

Landahl:

The equations for the large-time behavior due to the pressure
indicates that the lift-ups will extend in the stream-wise direction
at the rate proportional to the U minus a local velocity and they
will remain fixed in time after teat. So you will then have
a string of fluid elements having been lifted-up. You will have
the opposite effect in the neighboring regions, because this be-
havior is proportional basically to the second span-wise deriva-
tive of the pressure. So you'll always find uplifted regions
in streaks, neighboring with down-press (or flow) regions. I
think that's fairly consistent with the experimental picture.

Kline:

Then you're saying that the streak structure itself comes
out of the pressures in your theory.

Martin:

Right.

Kline:

That's what I wanted to find out...thank you.

Landahl:

A pressure pulse passing by will leave a lifted-up region
or a depressed region, depending where you are in span-wise loca-
tion.

Coles:

I have a question actually for the speaker and I think
for the audience to consider. I heard the speaker use the words
coherent structure and large eddy. I point out that for many
years we have thought of boundary layers as having two characteristic
scales. There's the sublayer scale and there is an overall scale.
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Coles: (Cont'd)

Now I think these words coherent structure and large eddy are being
used relative to both of those scales. I think a lot of confusion
has arisen because some of the early flow visualization was done
at such low Reynolds numbers that the scales are not distinct. I
want to know if the speaker agrees on the necessity of making a
distinction?

Landahl:

I think it's very difficult to pinpoint what you call a large
and a small-scale if you want to do it by definition in any very
strict manner. As I mentioned in the beginning, I took the
small-scales to consist of motion of the order of a tenth of
the wall units, whereas the large-scales would incorporate
scales of the order of say the boundary-layer thickness or
the displacement thickness. I don't want to stick my neck out
and give a more precise definition of what I consider one or
the other. Obviously, a two-scale model like this represents
an idealization. In real flows, you have interactions between
neighboring scales, but that's too difficult to analyze. So
I want to first point out this particular interaction mechanism
which I feel should be pursued.
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APPLICATIN OF A SMOKE-WIRE VISUALIZATION TECHNIQUE

TO TURBULENT BOUNDARY LAYERS

H. M. Nagib, Y. Guezennec & T. C. Corke

Mechanics & Mechanical & Aerospace Engineering Department

Illinois Institute of Technology, Chicago, IL 60616
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k,

A flow visualization technique, utilizing a "smoke-wire" for
introducing controlled sheets of smoke streaklines, has been used over
the last two years in several three-dimensional and turbulent flowfields
to produce high quality records of the flow. The results of its first
application to study the turbulent boundary layer on a flat-plate are
presented for Reynolds numbers based on momentum thickness of up to 3000.
The recorded images are compared to similar ones obtained in the same
wind tunnel by the technique employed recently by Falco (1].

The smoke-wire is mounted on a portable probe in the traversing
mechanism of the wind tunnel and used to generate vertical or horizontal
sneets of smoke streaklines. The location of the wire can be changed
to visualize vertical sheets of smoke at any lateral position of the
boundary layer or to observe and record horizontal sheets of streaklines
at any height from the surface of the flat plate. This procedure can
be repeated at various downstream locations to study the development
of the boundary layer.

The surface of the 0.1 mm diameter wire is coated with uniformly
spaced minute droplets of oil which are vaporized by its resistive
heating, resulting in sheets of discrete streaklines. A synchronization
circuit controls the duration of the time the wire is supplied with the
heating current and triggers the camera and lights after an adjustable
delay. The synchronization circuit can be triggered manually or by an
external input signal which can be provided from the output of a
transducer sensing the flowfield. For example, this trigger signal
could be obtained by conditioning the output from a hot wire in the
boundary layer or a pressure transducer in the surface of the flat plate.
The smoke wire is operated from outside the wind tunnel without inter-
ruption of the experiment. Applications of the smoke-wire technique
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to study flows near building models in simulated atmospheric turbulent
boundary layers, to investigate wakes of bluff bodies, to examine the
transition downstream of a protuberance in a laminar boundary layer, and
to record the shear layers instability and turbulence downstream of
grids have been presented by Nagib et. al. [2-5]. Preliminary analysis
of some of these visualization records by digital computers will soon
be presented by Nagib et. al. [6]. The recorded images of the smoke
sheets are digitized on a drum scanner to facilitate this analysis.

The turbulent boundary layers are developed naturally on a 2.6 m
long flat plate suspended in the 0.6 x 0.9 x 3 m test section of the
wind tunnel. The smoke wire permits the visualization of boundary
layers over a large range of Reynolds numbers which extends to values
higher than those available by traditional smoke techniques or by hydrogen
bubbles visualization in water tunnels. Using free stream velocities
ranging from 1.5 to 10 m/s with the shear layers developed naturally on
the plate, the estimated Reynolds numbers based on the boundary layer
development length and momentum thickness range from 2 x 105 to 1.6 x 106

and from 600 to 3600 respectively. All of the photographs presented in
Figs. 1 and 2 were recorded using stroboscopic illumination to obtain
an instantaneous image of the boundary layer over approximately 0.5 m of
the flat plate near its trailing edge.

Based on our preliminary experience with this application of the
smoke wire the following conclusions can be made. The photographs of
Figs. 1 and 2 support these conclusions.

1. As in all of its other applications, the smoke wire provides
a reliable technique which leads to high quality records
with far less smoke contamination of the wind tunnel. These
records can be obtained at any desired instant in any
location and cross section of the flow with very high
resolution in the plane of the smoke sheet and minimum inter-
ference from flow conditions outside this cross section.
Simultaneous qualitative (or possibly quantitative) hot-wire
measurements can be obtained with probes positioned in the
plane of the smoke sheet with much less interference from
the smoke droplets as compared to the case of conventional
smoke. As in the case of the hydrogen bubble technique,
positioning the wire in the region of interest permits the
direct observation and recording of changes in the unsteady
flow from the wire to nearby downstream locations.

2. Boundary layers can be visualized at Reynolds numbers higher
than those possible by other techniques, e.g., hydrogen
bubbles and conventional smoke methods, because of the high
velocity capability and the local introduction feature of
the technique.

3. The edge of the boundary layer is clearly defined by
this technique.

4. Information regarding the potential flow in the intermitent
region of the boundary layer and in the free stream above
it is readily available from the recorded images.
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5. Using the smoke wire simultaneously with conventional smoke,
introduced downstream of the leading edge of the boundary-
layer plate to mark the "vortical part of the shear layer,"
provides direct comparison between the two methods and sheds
some light on the question of coincidence of the boundary
layer edge and the boundary of the region marked by the
conventional smoke.
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Fig. 1. Turbulent Boundary Layers Visualized By Smoke Wire at Different
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Fig. 2. Comparison Between Conventional Smoke and Smoke W'ire Visualization
Techniques at Two Reynolds Numbers Based on Momentun Thickness.
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DICUSSION

Brodkey:

The difference between those two last pictures should be

aiscussed.

Nagib:

Yes, I would like Bob Falco to comment on it, but my feelings
are like this. We tried some things, we talked to Bob Falco, we
made changes and we found out that it was very difficult to get
the two to match unless you introduce the smoke in a laminar boun-
dary layer and you don't trip it. I'm referring to the edge of
what you see using conventional smoke techniques and the edge
that you define from what looks like a potential part and a vortical
part from the smoke wire. If in introducing the smoke, you trip
the boundary layer so that it's going through transition as you are
introducing the smoke, they don't seem to match. Bob had suggested
that we really should introduce the smoke within the laminar boun-
dary layer and then trip it. We have not been able to do that but
that is only due to our difficulty of setting up the experiment in
our facility within the limited time.

Falco:

-I guess you said what I wanted to. The piece of evidence
that we have is this: we've done simultaneous hot wire measure-
ments in the smoke filled boundary layer by first introducing smoke
into a laminar boundary layer, through discreet holes in the tunnel
wall and across the span of the boundary layer, and then tripping
it. What we found is that there is a reasonably close correspon-
dence between what you observe and the hot wire signals, going from
the very low fluctuation levels to very high fluctuation levels
(or vice versa) as you cross the boundary of the smoke. The corres-
pondence was by no means exact, but it was fairly close. Some of
the earlier pictures I have seen of Nagib's, and even the ones he
showed here, show that there are times when the two techniques
seem to correspond and at other times they do not.

Naqib:

We have tried, and all that I can say right now is that it is
very difficult for us to get the two to coincide.

Falco:

It's very clear that if you have a turbulent boundary layer
and you introduce the smoke at some position downstream of the origin
of the turbulence, then you have a separate boundary layer developing
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and te two only asympototically agree. it's the same problem. of
course, with ternoerature contamination so you nave to be very
careful how you introduce the smoke. I think if you are careful,
you can get reasonable correspondence. May I ask a question? Are
you suggesting to us that you figured out a way to get a turbulent
shear flow which has an extremely low outer intermittency?

caaib:

You saw pictures. The design of that manipulator was inten-
ded to take the large scale motion out, and as I showed you in the
pictures, it did.

Falco:

Does it grow more slowly than a normal turbulent boundary
layer?

Nag ib:

It's practically not growing at all. I looked at it for about
12 deltas on length and it's almost parallel to the wall.

Falco:

You don't have probe measurements?

Nagib:

No, not yet.

Willmarth:

Is the reason it works because the pressure gradient over
that step is very favorable?

Nagib:

The case with the step I don't understand as well, actually.
I did the one with the step after having discussions with Mark
Morokovin. But the one with the four plates was based on our experi-
ence with honeycombs for taking out large scale motion. I designed
it the same way I would design a honeycomb for a wind tunnel and
it worked.

Kline:

Two things. First, I'd like to remind you that in Runstadler's
work we used time lines from a bubble wire, which are essentially
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Kline: (Cont'd)

very close to your smoke technique. And we did in that case
actually map out intermittency, making corrections for the fact
that there's a difference in interpretation. So that in one case
you've got volumes and in the other case you've got Eulerian vectors
and you have to correct about 15% in some cases, but not more than
that. But if you make that correction, then you get a very good
agreement with the measured intermittency factors. Secondly, I'd
like to ask that in making these comparisons, you make them quanta-
tive and identify the parameters because I don't know what you mean
by differences. The gross pictures don't look that different, but is
6 different? Are the velocities you see different? What differences
are you talking about and how much in magnitude?

Nagib:

I have no measurements in these boundary layers. It basically
was a preliminary study trying to investigate what you can visually
determine within the boundary layer. In regard to the first of your
questions, I am familiae with your work at Stanford. But what I'msaying is that with this technique you do get a better visualization

of the potential part of the flow than you do with the hydrogen
bubble wire. It's very interesting that you can see this so clearly
in many of our photographs. Now in reference to the measurements,
we haven't made them. But what I'm saying right now is you can com-
pare these two photographs (and its not just one picture---we have
something like 50 pictures) in each case there is definite absence
of the large scale motion and you can see that the imprint on the
boundary layer near the floor does look different between the two.

Bushnell: (Showing a slide)

The manipulator in this case came from consideration of some
work presented at the Berlin meeting last year. I don't know if
you can see this clearly, but these are measurements with screens
just across the boundary layer (not across the whole flow). The
result is that the skin friction is down by about 50% with the
screens. The relaxation distance is the order of 60 to 100 boun-
dary layer thicknesses, rather than 4 to 10 if you're just taking
out the momentum. The visual evidence from these kind of experi-
ments at Langley is that this sort of manipulator may work on the
large scale structure.

[Ed. Comment: See panel presentation by Bushnell for further dis-
cussion of turbulence manipulators.]
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30UIN.iRY LAYERS AT LARGE REY'rCLDS NLUMBERS

M. A. Badri Narayanan* and Joseph G. Marvin

Ames Research Center, Moffett Field, California 94035

ABSTRACT

The ceriod of the larce coherent structure in a subsonic, compressible,
turbulent boundary layer was determined using the autocorrelation of the
velocity and pressure fluctuations for Reynolds numbers Re between 5,000
and 35,000. As observed previously by Laufer and Badri Narayanan, in low
Reynolds number flows the overall correlation period (T) scaled with the
outer variables -- namely, the free-stream velocity U and the boundary-
layer thickness . Also, the value of UT/3 was nearly constarnt, aporoxi-
mately 6:1, and it agreed with previous measurements.

SYMBOLS

U free-stream velocity

I* friction velocity = (W)l

u mean velocity

u fluctuating velocity in the direction of the free stream

0 fluctuating static pressure

w subscript w means wall conditions

boundary-layer thickness at 99.5% of U

e momentum thickness

*National Research Council.
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kinematic viscosity

density

W  wall shear stress

cf skin-friction coefficient - W
(1/2)QU2

Rzz(t) autocorrelation coefficient [Z(t)Z(t + _t)

period of the second zero in Rzz(t)

1. INTRODUCTION

The existence of some well-defined patterns in the velocity fluctuations
in a turbulent boundary layer such as the wall bursts and the wavy motion in
the outer region have been well established (refs. 1-4). Investigations by
Laufer and Badri Narayanan (ref. 5), by Badri Narayanan, et al. (ref. 6),
and by Brown and Thomas (ref. 7) have clearly shown the existence of a near-
cyclic flow motion across the boundary layer suggesting that the wall bursts
and the outer wavy motion are just two phases of the same process. This
cyclic macrostructure could be considered as the largest eddy in the flow
or as a coherent structure, a terminology coined after the well-organized
edcy patterns observed in a free mixing layer by Brown and Roshko (ref. 8).
Various techniques employed for the identification of the coherent structures
from the overall random fluctuations in a turbulent boundary layer have sug-
gested that the average length of the coherent structure of a flat plate
turbulent boundary layer is nearly five to six times the boundary layer
thickness, and is independent of Reynolds number. Information so far avail-
able in the literature is mainly confined to incompressible boundary layers
having Re less than 10,000. The main aim of this investigation was to
extend the data to high Re as well as to compressible flows. The experi-
ments were conducted in a 10.2 cm by 15.2 cm wind tunnel capable of producing
Mach numbers and Reynolds numbers (Re) up to 0.5 and 35,000, respectively.
The autocorrelation technique was employed for determining the period of the
coherent structure. Major details of the experimental setup, as well as the
procedures, are described in ref. 9.

2. RESULTS AND DISCUSSION

Some of the measured mean velocity profiles are plotted in figure 1 in
the standard semilogarithmic form, U/U* versus yU*/v, where U* is the
friction velocity. The skin-friction coefficients for the above plots were
obtained by using the Ludwig-Tillman formula, namely

cf : 0.246/Re 0.2 68 10-0.678 H (1)
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.qih .'an Dries:'s correction for 'Aach number. 4ll the orofiles exhibit a def-
inite locarithmic region which follows the law, U/U* = 5.6 log - yU*!,. + 5.4,
idicatina that the values of cf, obtained using Ludwig-Tillman's formula,
aree well with those inferred from the profile measurements. The maximum
veocity defect of nearly 2.60 is a good indication of the fully developed
nature of the boundary layer (ref. 10).

ne autocorrelation measurements of velocity fluctuations made at the
,wall and in other regions of the boundary layer, at Ra of 10,000 are shown
in figure 2. All across the boundary layer, the curves look similar. Cor-
relation curves corresoondino to different Reynolds numbers measured at
K 3.0 rn at 0.1 7im away from the wall are given in figure 3. Measurements
-7ade using pressure fluctuation data showed similar results (ref. 9).

The aim of the present investigation is to study the period of the
coherent structure in a boundary layer using the measured autocorrelation
Pzz(t)

Rzz(t) = Z(t)Z(t + %t)] (2): Z(t)2

The value of Rzz(t) reaches zero rapidly, extending to the negative
region and returning to zero once again (figs. 2 and 3). Beyond this period,
low-magnitude oscillatory traces are observed. The second zero, correspond-
ina to the end of the negative portion of Rzz, is of considerable impor-
tance in determining the period of the coherent structure. Laufer and
Badri Narayanan (ref. 5) used the extent of this second zero to represent
the overall correlation time 1 and the same method is adopted in the
present investigation.

The determination of T from the experimental correlation curve has a
certain amount of uncertainty due to the oscillatory nature of the correla-
tion curve. In the present investigation, the curves were smoothed to
evaluate T. The correlations were obtained with an averaging period of
10 sec; the results were repeatable within the uncertainty level indicated
in figure 4.

The values of T obtained from the present experiments at-and near
the wall are plotted in figure 4, in the nondimensional form UT/S versus
Re for Reynolds number and Mach number ranges of 5,000 to 35,000 and 0 to
0.5, respectively. These new data have about the same scatter band as those
from previous studies. No definitive trends with Reynolds number can be
established. The present interpretation is that UJ/s is essentially con-
stant with increasing Reynolds number having a value approximately equal to
6 t 1.

At any given Reynolds number, the variation in T with position across
the boundary layer is also nearly single-valued, as shown in figure 5. Such
a result is significant since it indicates, though not directly, that a
coherent structure exists throughout the boundary layer as a whole. The
recent investigation of Brown and Thomas (ref. 7) supports this view.

382



'!.A.S. ARAVAA.V J.G. .IARVIN

3. CONCLUSIONS

The period T of the large-scale, coherent structure in a flat-plate
boundary layer was obtained from the autocorrelation measurements of the
fluctuating pressure and the longitudinal velocity. Measurements were made
in the range of Reynolds number Re and Mach numbers from 5,000 to 35,000
and from 0 to 0.5, respectively. The value of UT/s was nearly constant,
approximately 6 1 1, all across the boundary layer, independent of Reynolds
number and Mach number.
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DISCUSSION

:vasznav:

As I recall your previous work, the principal result was that these
filaments near the wall scaled with outer variables. Now, when you showed
these diagrams, both when you had the T and later on you had the other
variaoles, you plotted using outer variables.

*Narayanan:

That's right.

Kovasznay:

Do you have it plotted against wall variables, too, just to see how
much worse it is?

Narayanan:

We did that onthe original paper in 1971.

Kovasznay:

But not now.

Narayanan:

Not now, but it will follow the same pattern. I don't have it here,
but I did it.

Bradshaw:

May I point out, that if you're going to talk about time-scales, and
take measurements in fixed axes, you really ought to convert them into
wave lengths. That is to say, your basic variable ought to be local con-
vection velocity, let's say local mean velocity in most cases, multiplied
by T. So to say that something scales on U times T over, let's say delta
is not necessarily saying anything about inner layer or outer layer
variables. You're just converting correctly to a wavelength and then
dividing by delta.

Narayanan:

That is true.
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COHERENT STRUCTURE OF TURBULENCE AT HIGH SUBSONIC SPEEDS

V. Zakkay, V. Barra & C.R. Wang

New York University

Westbury, N.Y.

ABSTRACT

Simultaneous measurements of velocity, wall-pressure and wall-shear
fluctuations in a turbulent boundary layer at M, = 0.64 and 'e = 108,000
have been analyzed to obtain a description of the coherent or quasi-ordered
structures called turbulent bursts. It has been determined that the mean
period between bursts, when scaled by flow velocity and boundary layer
thickness, agrees wi*h values obtained by other investigators for substan-
tially lower free stream velocities. However, preliminary results indicate
that the scaling length for the vertical dimension of the bursts is not
./u-, as suggested by studies at low velocities, but rather the boundary
layer thickness. It is also found that the duration of the burst event
scales better with 5*/U than with v/u2.

RESULTS & DISCUSSION

P New York University Aerospace and Energetics Laboratory has conducted
experimental research under AFOSR-76-2497 for the past cwo years in order
to obtain information concerning the possible role of pressure fluctuations
on the bursting processes of the turbulent boundary layer. In order to
accomplish this an extremely low noise (u'/U, = .008) induction wind tunnel
having a one foot diameter test section was designed, built and calibrated.
The essentials and details of this facility are presented in Ref. 1.
Simultaneous measurements of velocity, wall-pressure and wall-shear were
carried out. In this manner, an improvement on the spatial resolution of
the bursts is obtained. The results presented here were obtained for flow
conditions which differ significantly from those in previous studies. The
free stream velocity is in the high subsonic regime and the Reynolds number
is an order of magnitude higher than that for which the burst phenomenon
has been previously investigated (see Table I).

387



TABLE I

TEST CONDITIONS AND DATA SAMPLING DENSITIES FOR TWO TYPICAL INVESTIGATIONS AND THE PRESENT STUDY

* 2 2
U Re u /v At U2  

t

ft/sec) (ft) (sec
'1  1

*

Blackwelder & Kaplan (Ref. 2)
(Velocity) 14 .031 2550 1.33 x 10 1.0 .30

rmerling (Ref. 3) 3
Wall-Pressure) 25 .015 2000 7.64 x 10 1.0 .24

Present Study "Velocity, Wall- 6
Pressure and Wall-Shear) 675 .047 108000 1.61 x 10 8.0 .070

At = Data Sampling Interval

Based on mean flow measurements, the velocity boundary layer thickness
(s), displacement thickness (3*), momentum thickness (-) and wall friction
velocity (u) were computed. The parameters of the boundary layer flow in

the test section are summarized below:

K_ = :64 = 0.334 Re = 108 x 105

U = 675 ft/sec = 0.047 ft u2/\) = 1.61 x 106 sec -1

T

q = 2.9 psi = 0.032 ft u /v = 9.06 x 104 ft
-I

The test configuration for the results presented here is shown in
Fig. 1. The details of the instrumentation, data acquisition, and data
analysis can be found in Ref. 1.

Uc*:675FT/SEC

0.6 0.7 Q8 1.0

- I .5 79

-J .35" .61

-K .25" .44

L .15" .26

F-0 .05 .088

Fig. 1 Test Configuration
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correlation. The correlations of the three wall-pressure fluctuation
,7easurements in the streamwise direction indicate that the overall stream-
Wise convection velocity of disturbances travelling along the wall is
ziven by Uc/iJ = 0.59. The correlation of Q and P (-x =.26-*) and Q and
S X: .52-) both yielded approximately the same value for the convection
velocity. The value obtained here falls within the range Uc/J: ,5 - .8
found in other investigations deoending on the streamwise separation be-
..een measurements and on the frequency characteristics of the fluctuations
correlated

R,, (O, J)

R.,(0, K)

XI

R I(O,L)

1. R,.(F.O)

[ ____-___ - Rp,(S, F)

/_ _--_R .(Q,S)

____ ___ ____ ___ ____ __ R R,(0,P)

-z -I 0 I 2 DELAY-t'(msec)

-28 -14 0 14 28 t U ./8

Fig. 3 Normalized Cross-Correlations Between Velocity.Shear and
Pressure Fluctuations

The four velocity-velocity correlations and the velocity-shear correla-
tion show that disturbances in the flow tend to arrive first at points
away from the wall and at increasingly later times as the wall is approached.
This can be interpreted either as a propagation of the disturbances from the
outer part of the boundary layer toward the wall or as a tendency for the
disturbance fronts to be leaning forward in the flow.

389



V. ZAKKAV, .

A sample plot of the digitized fluctuations is presented in Fig. 2,
Approximately 21 msec (tUj/* = 294) or 4200 points of data are shown for
each of the nine fluctuating quantities. This represents about 1/14 of
the total amount of data available for this test. Using the symbol a to ren-
resent one-half of the vertical distance between adjacent zero lines in
Fig. 2, the vertical scales of the plots are as follows: for the velocity
fluctuations = 0.13 U , for the shear fluctuations = 0.27 Du2 , and for
the pressure fluctuations 0.024 q=,

V i t~ !V Ruf!9 26

Y4 O'L iJ ...... L li

t(msec) -
4  

-3 -2 - 0 I 2 3 4 5 6 7 8 9 O' Ii 12 13 14

lu../r8-56 -42 -28 -14 0 14 28 42 56 70 84 98 112 126 140 154 168 182 196

Fig. 2 Sample Plot of Digitized Data Showing Velocities, Shear and
Pr.ssures

As can be seen from Table 1, the time increment between samples for the
data of Fig. 2 can be expressed as either At U,/ * = 0.070 or At u?/v = 8.0.
In terms of the scaling parameter 6*/U. our increment is much smaller than
that used in the other investigations. The opposite is true when v/u? is
used as the scaling parameter. For the velocity and shear fluctuations
our sampling density is clearly more than sufficient, whereas for the
pressure fluctuations it is much less so but still acceptable,

Various normalized cross-correlations between the fluctuating quanti-
ties were calculated once the fluctuations were digitized. Some of the
more interesting correlations are presented in Fig. 3. All of the correla-
tions shown were calculated for time delays ranging from -2.5 msec to
+ 2.5 msec (-35 < tUJ6 < + 35). The time delay was imposed on the
second of the two measurements listed in the parenthesis for each
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By applying a conditional samolinq analysis described in Ref. 1 to the
gitized fluctuations it was possible to determine the average time inter-

vai between bursts detected in each of the fluctuating quantities, Thef ean perioc between bursts was found to be in the range of T U,/-* = 30-36,
-his result compares well with those obtained by others at much lower free
3sream velocities.

A sequence of perturbation velocity profiles centered about the time
t = 0 are shown in Fig. 4. The entire sequence is for an interval of 700
-secs with an increment between profiles of 20 -secs (tU /: = 0-28). Also
snown at each time is the instantaneous shear fluctuation on the wall as
measured by the flush mounted not-film sensor. The development of the per-
turbation velocity profiles during this sequence is typical of the bursting
event as depicted by other investigators doing both theoretical and experi-
mental work. In particular, the profiles shown in Fig. 4 and those ob-
tained by Blackwelder and Kaplan (Ref. 2, Fig. 5) for a boundary layer with
U, = 14 ft/sec and Re:. = 2550 exhibit a great many similarities, They both
indicate that the flow near the wall decelerates before bursting, that the
total velocity profile will be inflectional just prior to the detection of
the burst (t = 0), and that a strong acceleration of the flow occurs after-
wards. This acceleration, which leads to large positive fluctuation
velocities, is then followed by a slow relaxation nearly back to zero, The
time involved for the entire process is approximately tU./S* 1 10 or
tu?/. = 1150 in our case and tUjs*= 15 or tu2/, =50 for the Blackwelder
and Kaplan results. This again seems to point to the fact that v/u? is not
the appropriate scaling parameter for 

time.

A similar inconsistency occurs in terms of the scale of the burst in

the direction normal to the wall, Although the range of y/i* for our
measurements and those of Blackwelder and Kaplan is approximately the same
(i.e. 0.088-0.79 and 0.059-1.08, respectively), the range of yu-/ is
different by an order of magnitude (i.e., 375-3375 and 5.5-100, respective-
ly). This seems to imply that the burst structure in the direction normal
to the wall scales with S and not with v/u,. It could be argued that what
we are measuring here is some structure in the outer region of the boundary
layer and overlooking a finer structure close to the wall. However, the
excellent correlation between the perturbation profiles and the instanta-
neous shear fluctuations measured at the wall tends to dispute this argument,

Plans are being made to repeat the measurements at several lower
velocities in order to check the validity of these conclusions.
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Fig. 4 Sequence of Perturbation Velocity Profiles and Fluctuatinq Shear
During a Burst
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DISCUSSION

<line:

Two things. First of all, I think since you're starting at y+ of 400,
one wants to be careful of identifying those as bursts. Our total layer
only went out to about 700 to 900 so that you might want to call what you
measure an event. Secondly, your event looks more like a Brodleysweep --
iz's coming in -- whereas what we were talking about yesterday, was going
out. I think these events are related, but there is a question of phase
time and identification that is important, as I was discussing yesterday.
A further comment ..... there is inherent in the bursting process at least
two different times ..... one of them is the time of the whole cycle .....
the period of the cycle ..... the other is the duration of either on-time or
off-time of some particular event ..... and those also need to be straightened
out or we'll wind up in confusion.

Barra:

I think the point we're trying to make is that if the sequence shown
by Blackwelder and Kaplan is for the bursting process, our measurements
show the same process, whether it's in the outer region or near the wall.
Obviously .... it's in the outer region. But the process is very similar or
shows the same history.

* Kline:

Let's discuss that later ..... I don't quite understand that.

- Wygnanski:

Would it be correct to say that both your acceleration events and de-
celeration events originated in the outer part and moved with time towards
the surfac ?

Barra:

No, no .... Deceleration is near the wall, as you can see.

* ~ Wygnanski:

I thought I observed the opposite. (Refers to a slide corresponding
to Fig. 4). Look at the first profile. The bulge is at a y/a* of about
0.525, then it moves down towards the surface.. .then it rests at the surface
for a while.

Barra:

The first one here at t = 200?
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Wygnanski:

Yes, at a y/S* of 0.525. Then it moves to a 175, then its very near
the surface.

(There followed considerable discussion of Fig. 4 regarding what was
acceleration, deceleration and how to interpret the figure. While an agree-
ment was not reached, Professor Wygnanski raised several significant questions.
Ed.)

Wtgnanski:

I'm sorry--perhaps I've confused you--but I think that I observed in
some cases of our own data for individual velocity profiles that the velocity
profile also originated from high up and moved towards the wall. Perhaps,
however, that should not be confused with fluid material. The direction the
fluid is moving depends on your reference frame. The fluid may be moving
from the surfact outward!

(The following is a response to the previous discussion, written by
Professor Zakkay after the conference, and dated May 5, 1978. It is includ-
ed so as to help clarify conclusions of the paper. Ed.)

"We wish to emphasize that the results presented in our short paper
concerning the coherent structure of turbulence at high Reynolds numbers were
preliminary in nature. The available data at high Reynolds number and com-
parable measurements made at much lower velocities are in the process of being
more thoroughly analyzed to clarify our picture of the structure. We also
wish to make clear what we are concluding that our data shows.

It is obvious that our velocity measurements are made outside of what
has been called the wall region (y+<50) with respect to the so-called "burst-
ing" process at low Reynolds numbers. (In our case, a y+ of 50 corresponds
to a vertical distance from the wall of .006 inches.) However, the great
similarity between the fluctuation velocity profiles we presented in Fig. 4,
and those obtained by Blackwelder and Kaplan (USC A.E. Report No. 1-22, 1972)
at a much lower Reynolds number, seems to indicate that the detection scheme
being used in the two cases triggers on the same type of flow structure and
that this flow structure scales in the direction normal to the wall width
with 6* and not v/u . This conclusion is supported by our shear measure-
ment at the wall which shows an excellent correlation with the assumption we
have made concerning the shape of the profiles from the wall to the first
velocity measurement. In addition, the mean period between detected events
when scaled by 6*/U, is in good agreement with other estimates of the mean
period between quasi-cyclic, recognizable patterns in both wall and boundary
layer fluctuation measurements.

We would agree with the claim that further study is required to determine
whether the flow phenomenon which our profiles represent is part of the large-
scale structure of the outer boundary layer, or is a representation of a
"bursting" process which exists in high-velocity, high-Reynolds number flows.
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-owever, .'e disagree with the argument that the Blackwelder and Kaplan pro-
",es necessarily depict the wall layer "bursting" process. If it should

ze jeter-mined that our profiles represent oart of a large-scale structure
..ni*:n extends iown to the wall, the 3lackwelder and Kaplan results would
iave to be reexamined in light of the arguments made above concerning the
similarity with our data. In particular, it should be emphasized that
wnile a comparison of the vertical scale of the fluctuation profiles in the
two cases snows a great discrepancy in terms of the parameter (y+ =yu,/v).
an almost exact agreement occurs when the profiles are looked at in terms
of y;

It seems from the presentations made at the conference that a signif-
icant emphasis is being placed on low velocity experiments in this area,
and very little work is being conducted in high-velocity, high-Reynolds
number flows. Additional research at these flow conditions would be very
useful in helping to resolve some of the questions raised during the meet-
ing and for practical applications in aerodynamics."

K
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EFFECTS OF HEATED COHERENT STRUCTURES ON MEASUREMENTS

BY LASER DOPPLER ANEMOMETRY

J. A. Stabile & D. M. McEligot

Aerospace and Mechanical Engineering Department

University of Arizona, Tucson, Ariz. 85721 USA

ABSTRACT

The transient temperature and velocity signals were measured by

a hot film anemometer and a laser Doppler anemometer, respectively,
near y+ = 17 in a heated, low Reynolds number turbulent boundary layer
in) water. Examination of the traces showed that the velocity signal
tended to be lost most frequently during bursts and regained most
frequently during sweeps.

1. INTRODUCTION

Horizontal turbulent flow over a heated horizontal surface is
considered, as in the recent measurements of coherent structures in
thermal boundary layers by Antonia and co-workers [1977], and others.
In these works at low heating rates, hot wire anemometry has been ap-
plied to measure the velocity components. However, when extending
measurements to conditions where gas properties vary substantially,
meaningful calibration of the hot wire anemometer becomes difficult
[Shehata and McEligot, 1977] so there is an incentive to apply laser
Doppler anemomentry (LDA) which conceptually allows measurement of
velocity components directly without a need for calibration [Durst,
Melling and Whitelaw, 1976]. The latter approach was adopted by
McEligot, Pils and Durst [1976] in conjunction with hydrogen bubble
flow visualization for a study of the turbulent thermal boundary layer
in a water channel.

Since coherent thermal structures cause coherent local fluctua-
tions in the index of refraction of a fluid, the paths of the laser
beams bend and fluctuate as well. Further, the line of sight from the
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intended measuring control volume to the receiving optics becomes dis-
torted. The signal is lost whenever the beams do not intersect in the
region viewed. In the present note, the phases of the coherent motion
will be described as (1) a "burst" of heated, low momentum fluid away
from the wall, (2) a "sweep" of higher velocity, cooler fluid towards
and along the wall and (3) a relatively "quiescent" period as the flow
decelerates gradually. If the thermal structure is such that the sig-
nal is lost preferentially during one of these phases, the results of
normal signal processing techniques will be biased accordingly.

In normal operating practise with LDA systems, the optics are
aligned for optimal performance at the beginning of the experiment and
are then traversed together without further resetting. The objective
of the present study is to determine experimentally whether the heated
coherent structures cause preferential sampling and consequent biasing
of mean results when the LDA is operated in this manner.

2. APPARATUS

Measurements were taken in a small, horizontal, rectangular water
tunnel. Heating was initiated after the boundary layer was partially
developed but before the mean profile became invariant.

The velocity component in the streamwise direction (u) was mea-
sured with an LDA system consisting of a 5 mw He-Ne laser, dual beam
optics by OEI with an S-20 phototube in the photomultiplier assembly,
and a TSI 1090/1091 frequency tracker. The instantaneous temperature
was determined with a TSI 1218-20W hot film boundary layer probe con-
nected to a Disa 55D01 anemometer operated in the constant current
mode. The two signals were recorded with a dual beam storage oscillo-
scope and Polaroid camera or with a Hewlett-Packard twin pen strip
chart recorder.

3. CONDITIONS

Measurements were obtained in adiabatic flow and at two heating
rates. The nominal flow rate led to a Reynolds number of about 12,600,

-- based on twice the plate spacing. Adiabatic data showed a mean veloc-
ity profile as expected for a normal turbulent flow.

The wall shear stress was obtained by determining the slope in
the linear layer, u+ v y+, for the adiabatic runs. For the heated da-
ta, this method was not possible; therefore, all references to wall
law coordinates correspond to adiabatic conditions.

Comparison of mean velocity profiles for adiabatic flow and mod-
erately heated flow showed an increase in the velocity which was larg-
est near y = 3.8 mm, corresponding to y+ = 17. The transient temper-
ature and velocity signals were then measured at this location.

The Reynolds numbers based on boundary layer thickness, displace-
ment thickness and momentum thickness were approximately 3160, 380 and
220 for the adiabatic flow. The flow rate was kept constant throughout.
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Characteristic conditions of the three runs are presented in Table 1;
the Grashof number is based on thermal boundary layer thickness.

Table 1. Comparison of experimental conditions.

Heating q(watts ! tw-t., Grashof Bursts Samples -Signal loss,rate -c--- °C number cm sec per cent

Adiabatic 0 0 0 -- 140 4.5

Low 0.473 8 2.5xi0 6  
-- 53 5.7

Moderate 1.06 21 6.6x10 6  0.6 -- 40

4. RESULTS

Typical temporal traces are shown in Figure I for the three ex-
periments. In each oscillograph the upper trace presents the LDA
velocity trace and the lower is the temperature signal from the hot
film sensor. Upward deflections represent increases in velocity and
temperature. The sampling rate was determined from oscillographs at
a high sweep rate so that individual samples could be identified and
counted on the LDA traces.

Examining the signals for the low heating rate, one may observe
that usually when there is a significant increase in temperature there
is a decrease in velocity, as expected. The warmer bursts from the
wall carry low momentum fluid, i.e., lower velocity. This correlation
was observed for about 80 per cent of heated pulses; presumably the
others correspond to heated fluid carried from upstream. On this pho-
tograph two periods occurred where the LDA lost the signal for sub-
stantial time intervals and held the previous voltage (velocity). In
both instances the velocity was decreasing and the temperature increas-
ing at the time, i.e., during a burst. The signal was regained as the
velocity increased and the temperature decreased, which could be in-
terpreted as a sweep. The thermal boundary layer was thin so that the
sweep usually brought water at freestream temperature past the sensor.
For this particular record, the deduced mean voltage would indicate a
higher mean velocity than apparently occurred. However, by estimating
the trend of the velocity signal from other regions of the trace and
considering the length of time the signal was lost, one can see that
the error in mean velocity would only be of the order of one per cent
for this trace. As the moderate heating rate the situation is more
difficult; the loss of signal is more frequent and longer.

The records of the two heated flows were examined to determine
whether one phase corresponded to a loss of signal more frequently than
did others. In the present study, apparent bursts and sweeps were in-
terpreted as above. The signal was considered lost if the frequency
tracker output held constant for about 0.1 sec. or more. Results are
presented in Table 2. Quiescent deceleration observations represent a
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Figure 1. Typical temporal traces of velocity (upper) and temperature.
Sweep rate 1 cm/sec.
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Table 2. Number of occurrences of events.

Heating LOA Signal lost during LDA Signal regained during
rate Burst Sweep Quies- Un- Burst Sweep Quies- Un-

cent certain cent certain

Low 9 4 6 3 5 11 5 1

Moderate 31 24 18 4 17 35 18 7

slight temperature change with no sharp gradients with respect to time.
Uncertain determinations correspond to freestream temperature with in-
sufficient velocity information to estimate the trend.

While this examination was not exhaustive and was only semi-quan-
titative, it does show preferential loss of velocity signal during the
bursts and preferential regaining of the signal during sweeps, partic-
ularly for the low heating rate experiment. For moderate heating, the
burst process does not appear to be as dominant a circumstance during
loss events when the number of events are compared, accounting for 42
per cent of the events. However, the length of time lost due to the
bursts was half of the time loss or 20 per cent of the total time.
Again the dominant phase in regaining the tracking was the sweep phase.
One expects that failure to measure the velocity partially during the
quiescent phase will not modify the deduced mean significantly, while
missing the more energetic events will. Overall in this experiment,
the tendency appeared to be to lose the velocity signal during bursts
and regain it during sweeps, so the mean velocity would be biased up-
ward.

5. CONCLUSION

Unless sufficient care is taken, measurements by laser Doppler
anemometry in flows with heated coherent structures can give mislead-
ing mean profiles and statistics, particularly in the viscous layer.
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DISCUSSION

Bradshaw:

Don, (McEligot) I didn't quite get what your laser anomometry
geometry was like. Are you getting dropouts because your crossed beams
aren't crossing, or are your fringes moving, or what?

McEligot:

My feeling, which isn't proven yet, is that in general the drop-
out is probably due to a failure of the beams to cross. If you look at
the far side of the channel, you see that due to the turbulent fluctua-
tions---index of refraction fluctuations---the beams are deflected up-
wards, which will effect the counting rate. Secondly, they're jiggling
about like mad. I'd like to take some motion pictures, but haven't
done so yet, to see whether they tend to be in phase or mostly out of
phase in that process. If they're out of phase, they're not crossing
very much.

Bradshaw:

A few years ago, a clever guy from AEDC, who was troubled with
vibrations of his Schlaren knife edge fixed up a photo cell and feedback
arrangement whereby he jiggled his knife edge up and down in sympathy
with the vibrations in the tunnel. I wonder if you can have a few more
photo cells to track your beam and wave your laser around---in other
words, wave your optics around to get the beam in the right place?

Mr. Eligot:

I think we can improve our signal by readjusting the receiving
optics for each new position, by using the hot film anomometer as a
measuring point to see how much the measuring position moved upward rela-
tive to where we think it is and perhaps improve things.

Adrian:

I certainly agree with your conclusion. There may be a couple of
other difficulties than just beam misalignment or wave fronts. The
optical path lengths are being distorted and they're fluctuating randomly
in these flows and the angles are changing and so on. So even if you get
the components to stay in line, you have all those other things to worry
about. One thing that helps in these situations is to keep the beam
angles narrow so that the two beams are going into correlated regions of
fluid. This tends to cancel things out, but you still have the problem
of the measurement volume wavering around introducing a spurious velocity,
with respect to the fluid.
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EXPERDENTAL INVESTIGATION OF LARGE SCALE STRUCTURES

IN TURBULENT JET 11IXING LAYERS

Otto Leuchter and Khoa Dang

Office National d'Etudes et de Recherches Adrospatiales (ONERA)

92320 Chatillon (France)

ABSTRACT

A simple method of conditional sampling for identifying coherent
scructures in the mixing layer of turbulent jets is used for character-
izing the effects of initial conditions, such as turbulence and bound-
ary layers, on the behaviour of these structures. The method uses
conventional hot wire instrumentation combined with a correlator
operating in the signal recovery mode. The ensemble averaging is
initiated from the spikes occurring either in the hot wire signal to be
analyzed or in a separate signal proceeding from a trigger probe. Some
typical results obtained with both operating modes will be presented,
illustrating several characteristic features of the coherent structures
in jet mixing layers.

I. INTRODUCTION

In the last few years concentrated research effort has been devoted
to the phenomena of coherent large scale structures in turbulent shear
layers. It was realized that further progress in the field of turbulence
modeling, particularly for aeroacoustical applications, implies a better
understanding of these phenomena and further refinements in the
description of the turbulence structure. A large amount of experimental
data is now available which bring to light the existence of regular
flow structures in the mixing layer of undisturbed turbulent jets,
whose basic pattern may be conceived as an array of more or less evenly
spaced vortices convected downstream at a definite speed. In the
present paper some typical features related to the identification of

these structures will be discussed in the context of fundamental
research work conducted at ONERA on the effects of particular initial
conditions, such as turbulence and initial boundary layers, on the
3tructure of turbulent jets.
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2. INSTRUMENTATION

Owing to the deterministic features of the large scale structures,
conditional sampling techniques have to be employed for identifying
the nature of the structures. Standard hot wire instrumentation was
used in the present study together with an eduction technique developed
first by Lau and Fisher [1i . It is based on the identification of
individual upward or downward spikes in the longitudinal velocity
signal, which are then used to initiate the eduction. A spike detector
was designed specifically for the purpose of the present study. It

converts the time intervals
between successive spikes in
the hot wire signal into a

v\ A HA AA series of discrete voltage
V V levels which are then available

( for further processing. A schem-
A atic representation of the dif-

ferent stages of signal process-
_ _ _ _ _ _ _ _ _ ing performed in the spike

detector is given in Figure 1.
The individual instants at

( which the selected spikes reach
their peak value are first

.detected from the zero crossing
of the derivative of the low-

I pass filtered signal The crite-
S rion for the selection consists

in retaining only spikes with
a peak value exceeding a given

Figure 1. Principle of the spike predetermined level, which in
converter, practice is of the order of the

r.m.s. value of the input signal.

Sawtooth voltage ramps are generated at the precise instants the
peak values are reached. As the slope of the ramps is constant, the
final values of the ramp voltage give a direct measure of the time inter-
vals between the spikes. Each final value is then maintained constant
until a new ramp is generated. It may thus be sampled and fed to a
computer or a correlator, where the probability density function
(p.d.f.) of the time interval is computed. From the p.d.f. one can
determine then the most probable and the mean intervals. The interme-
diate output® is used to trigger the sampling of the ramp voltageSJ.
Downward or upward spikes can be processed indifferently by this apparatus.

The correlator can also be used in the signal recovering mode
allowing repetitive components to be recovered from a general random
signal. This is achieved by simultaneous computation of the ensemble
averages at 400 different values of the phase, the origin of which is
defined from the triggering signal@ of the spike detector. A block
diagram of the measuring circuit as a whole is given in Figure 2. The
correlator is connected to a mini computer (as is the spike converter)
which carries out the computation of the mean energy contribution of the
recovered pattern to that of the unfiltered input signal.
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Figure 2. Block diagram of the measuring

circuit (single hot wire). .E , som esi

3. EXPERDENTAL CONDITIONS

. The experiments were conducted in a coaxial jet facility equipped
with two concentric nozzles of 30 (or 50) and 100 mm diameter respecti-
vely. The maximum velocity of the inner jet is 100 m/s, corresponding

5
- to a maximum jet Reynolds number of 3.10 . The outer to inner velocity

ratio Ue / U i lies in the range between 0 and 0.5, which corresponds

to practical applications relevant to jet noise. This facility offers
further the possibility of creating either thick initial boundary layers
(up to 3/D = 0.25) or initial free stream turbulence by means of grids
of appropriate mesh size placed into the ducts. Typical values of the
turbulence intensity level lie between 5 and 10%, whereas the longitu-
dinal integral scale normalized with the diameter of the inner jet
ranges from 0.05 to 0.15.

4. DISCUSSION OF THE RESULTS

Examples of recovered signals are shown in Figure 3 for a
velocity ratio of 0.25. The recovery hot wire, placed at the radial
position y/D - 0.5, was used also as the triggering probe, the
eduction being initiated by the downward peaks of the hot wire signal.
Therefore the recovery process is conducted in two stages from the
previously tape recorded signals by playing the tape first in the
direct and then in the reversed sense. About 16,000 samples have been
processed for obtaining the educed shapes shown in the figure. A
continuous widening of the patterns can be observed as the probe is
moved downstream in the mixing layer. The mean values of the time
intervals F as deduced from the corresponding p.d.f.'s grow
correspondingly, as indicated in the figure. The mean contribution of
the educed signals to the total energy of the input signal as evaluated
from these diagrams is shown in Figure 4 in terms of the r.m.s. values.
It may be seen that the recovered shapes contribute to somewhat about
30 and 40 percent of the total r.m.s. value and this contribution
varies only slightly as the probe is moved downstream. It was further
observed that this rate was rather independent of the presence of init-
ial turbulence in the jet (in the present case of about 5% intensity).
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77r Figure 3. Examples of recovered signals

-i (single hot wire).Uz An A _

2

3

5

Y

0.4

0 2

Figure 4. Contribution of the recovered signal

to the r.m.s. value.

It has been realized in the course of this study that the efficien-
cy of identifying regular flow patterns from single probes placed in the
mixing layer is relatively poor, as a consequence of the high apparent
randomness of the velocity signals in this region. This may be explained
by the fact that the successive vortices (even when regularly spaced) do
not follow exactly identical trajectories. This effect becomes however
less and less important as the probe is moved away from the vortex cores,
and that is why the hot wire signals detected in the potential core
generally present a much higher degree of regularity than those extract-
ed from the mixing layer itself. It was therefore considered to trigger
the recovering process of the mixing layer signal with an auxiiiary
probe placed at an appropriate position inside the potential core. The
corresponding block diagram is similar to that of Figure 2, except that
it is now the signal of the auxiliary probe which is fed into the
spike detector and that filtering is no longer necessary.
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An additional advantage resulting from this procedure is the
possibility of gaining phase informations about the coherent structure,
as is illustrated in Figure 5 for a free jet (Ue/U. = 0). Here the

e i
triggering hot wire is at a fixed

*25 position on the jet axis (y-O) at I
diameter downstream of the nozzle,
whereas the recovery hot wire is

0.7 held at the fixed radial position
, - , v/D = 0.5 and successively placed

at particular axial positions. The
downward spikes of the triggering

t33 hot wire were used here for initia-
-- ,- ting the eduction. Several interes-

ting features may be recognized
1.67 from Figure 5

2 - The recovered signals have a
-- -- y- - nearly sinusoidal shape, in

contrast to those shown in Figure
3. This may reflect the fact that

2.5 the time differences between the
instants when the eduction is
triggered on the axis and the
instants when the corresponding
spike of the eduction signal
occurs are not necessarily

-0 1 At constant.

Figure 5. Examples of recovered
signals (two hot wires). - A rather large number of periods

are recovered, especially in the
early stages of the mixing process, indicating that there must prevail
a relatively regular spacing of the vortices.

- The maximum amplitudes of the educed signals are continuously moving
along the time-axis as the probe in the mixing layer is displaced
downstream. This suggests the existence of a definite velocity at
which the vortices are convected downstream.

- One observes further a sudden increase of the wavelength dowinstream
of about I diameter from the nozzle, suggesting that this could be
attributed to the phenomena of vortex pairing.

It is significant that the Strouhal number as deduced from the
wavelength of the recovered signals downstream of the pairing process
is of the order of 0.4 and that the convection velocity (as determined
from the displacement of the peaks in the recovered signals) is about
0.6 times the jet efflux velocity. This is consistent with what is
usually determined from space-time correlations in the mixing layer.
In contrast to these values the Strouhal number is 0.8 in the early
stage of mixing and the convection velocity only 0.42 times the jet
velocity. This double valued Strouhal number has been confirmed by the
p.d.f.'s measured in the potential core. No significant Reynolds
number effect on this pattern could be revealed in the present study
for the range of Reynolds number investigated. The influence of boundary
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layers and initial turbulence on this particular structure will further
be investigated in the course of this study and no final conclusion may
be drawn at the present time regarding these influences. In Figure 6
are shown the trajectories of the positive and the negative peaks of the
educed signals presented in the previous figure, from which the regular
vortex pattern and the pairing process may be clearly recognized.

X
* positive peaks
o ngative

Fu. -0

2

-1 0 Atms

Figure 6. Trajectories of the peaks of the recovered signal
in the x-t plane.

5. CONCLUDING REMARKS

The few examples shown in the present paper have been selected
to illustrate Lhe capability of relatively simple conditional sampling
techniques for identifying and characterizing coherent structures in
turbulent free shear layers. These may of course also be applied for
investigating coherent structures in wall boundary layers. Owing to
the use of a numerical correlator together with an appropriate spike
detector, this type of investigation may be conducted without any
particular computational equipment. Only a x-y plotter ought to be
connected in this case to the correlator. Many typical features
concerning coherent structures, as e.g. those relevant to the noise
generation, may be studiea oy this technique. It is intended, in the
context of fundamental research work on turbulence structure in free
shear layers, to make an extensive use of these techniques, especially
for characterizing the effects of initial conditions as mentioned above
on the coherent structure of jet mixing layers and on the noise generat-
ion associated with this structure.

6. REFERENCE

[I J.C. Lau and M.J. Fisher - J. Fluid Mech. (1975), Vol. 67, p. 299.
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DISCUSSION

Kovaszny:

Did you try to condition the sample and detect your sound field
from a microphone?

Leuchter:

No---not yet. It will be done.

Hussain:

I would like to ask two short questions.. First, Brune in his recent
JFM paper has shown that the structure determined by triggering from the
upper spike (which is the ejected fluid from center to the outer part of
the jet) and the coherent structures from the downward spikes are com-
pletely different. Do you have an explanation for this apparent discrep-
ancy.

Leuchter:

The apparatus can operate in two directions. It can trigger from
upward spikes or from downward spikes. We have not yet triggered with
upward spikes---only with the dovnward spikes.

Hussain:

Yes, but Brune has shown that the coherent structures educted are
completely different, depending on which signal he uses for eduction
or triggering ..... The second question concerns your reference to Lau &
Fisher. Lau has found that there are actually two different vortex
strings, one radiating away from the jet center axis and the other one
converging. Do you have any such evidence in your measurements?

Leuchter:

The study is not yet far enough along to have more details on this.
I have to remark that the Reynolds number of this experiment is quite
high; on the order of 300,000.

Hussain:

That's about what Lau used. He had about 500,000 and I would sug-
gest that you look for this rather peculiar and surprising phenomon
that he's claiming.

Birch:

I'd like to make a comment which is very similar to the one Steve
Kline made recently and that is that there is no real dispute, I think,
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that these mixig layers contain a large structure of some type and
that it's size increases as you go downstream. But when you start
using terms like "vortex" and "large eddy" and "pairing", different
people mean different things by these terms and I think it's important
to define precisely what you mean.

Leuchter:

The regular spacing of the vortices came out from the reduction
process. It is not directly connected to the spreading of the jet.
You may have spreading, say linear spreading, which is consistent with
with regular vortex spacing.

Birch:

I appreciate that. What I'm referring to is when you use a term
such as "pairing", which is observed at low Reynolds numbers. It is
true at High Reynolds numbers that the size does increase on the average,
however, "pairing" as such, or at least the mechanism for the growth of
the eddies, isn't as clear.
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UNIVERSAL LAWS OF VORTEX MERGER IN THE TWO-DIMENSIONAL MIXING LAYER

R. Takaki
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ABSTRACT

Two universal laws are proposed which are considered to govern the
dynamics of vortex merger. One is a dependence of the rate of merger of
two vortices on their spacing. The other is about a growth of the vortex
size during the merger. These laws are examined by numerical simulations
and, for the latter, also by a rough experiment.

1. INTRODUCTION

In order to predict dynamical behaviors in a turbulent flow with
coherent structure, a statistical treatment of an ensemble of the organ-
ized structures is a powerful method. In the case of the two-dimensional
mixing layer, the vortices arranged in a row correspond to the structures.
In the statistical treatment, it is necessary to assume certain universal
laws governing interactions between them, i.e. the vortex merger. The
word 'universal' means here that the law dominates the dynamics at any
stage so long as the viscosity is negligible.

One example is the following power law which is assumed by the author
and Kovasznay in order to obtain a distribution of spacings in a row of
vortices, whose mean quantities are assumed uniform in the streamwise
direction (1978):

rate of merger -2,

where = 1/T, Z is the spacing between two vortices and T is a mean
spacing in the row. In that work detailed mechanism of the merger is not
discussed. One of the purpose of this paper is to examine the validity
of this power law by numerical simulation of the vortex merger.
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When one tries to predict the spreading rate of the mixing layer
based on the statistical treatment, one must assume certain laws about a
growth of vortex through entrainment during the merger process. The sec-
ond purpose of this paper is to propose a law about the area of the vortex
based on results of the numerical simulation and an experiment by a simple
apparatus.

In the numerical simulation one puts, as an initial condition, a row
of vortices on the x-axis, where two vortices, which are to merge, are at
x= ± /2, and the other vortices at regular positions with equal spacing T.
Circulations are assumed uniform (say r). By changing Z one can take an
effect of an irregularity in the vortex cofiguration into account. Each
of the two vortices is replaced by a group of 43 point vortices with size
0.81. Effect of the other vortices is replaced by a background stationary
shearing field

u = -ky, v = -kx, k = 0.298 r/- 2.

Each point vortex moves with a superpositionof the velocity induced by the
other point vortces and the background velocity.

Experimental apparatus is composed of a towing tank filled with water
and a curved plate travelling at the middle level of the rest water. A
velocity jump is produced behind the plate, and the flow is visualized.

2. EXAMINATION OF THE POWER LAW

Results of the numerical simulation are as follows. Two groups of
point vortices come close and amalgamate. This procedure is similar to
results obtained by several authors in the past. The center of each group
moves on a nearly elliptical path. Speed of the motion depends much on

6 I
I

/
/

4 / 0

2/

0/

2 1.0

Figure 1. Dependence of the time T, measured by a unit 7 2/r cn c.
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and increases as decreases. The speed is considered to give the rate
of merger of the two vortices in question. For the sake of convenience
it is measured in terms of the time T, for the center of each group to
come on the y-axis. Fig.l shows results of the numerical simulations,
from which one can say that the rate of merger (- T1-1 ) is proportional to

2 for <l. The dashed line is the result for the case where each of the
two vortices is replaced by a single point vortex with circulation equal
to 7. Clearly the power law is more effective for the vortex pair with
finite scale.

3. CHANGE OF VORTEX SIZE DUE TO THE MERGER

Two groups of the point vortices become a single group with nearly
elliptical shape and larger size. Fig.2 shows a ratio of the area of the
new group to the sum of the areas before merger. The measurement of the
area contains a certain amount of error, but one can say from this figure
that the total area is nearly conserved for small &. After the merger the
area of the single vortex increases slowly. Considering this fact and
that the group of point vortices with larger moves slower, one may say
that the total area does not have a stepwise growth by the occurrence of
merger but grows continuously.

1.4

: 1.2

.0

0.6 0.8 1.0

Figure 2. Ratio of the total area after merger to that before merger.
Vertical line segments show errors in measuring area.

In the experiment the area is measured from photograph of the visual-
ized flow. Growths of the total area and the vertical size of the merging
pair are shown in Fig.3(a) and (b) respectively, where the sum of the
sizes is plotted in (b) for the vortices before and during the merger.
Arrows in the figure show beginning and end of the merger. The vortices
in the experiment were arranged relatively regular. This situation cor-
responds to the case &-l in the numerical simulation. This figure shows
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that the total area changes continuously but the total size does not.

15

E

5

10

4

(a) (b)

53 
8 10 12 14 8 10 12 14

TIME (sec) TIME (sec)

Figure 3. Growths of the total area(a) and the total size(b). The merger
occurs in the interval marked with arrows.

Both numerical simulation and experiment suggest that the area of
vortex is an important variable, and that the merger process obeys a law
of continuous growth of area.
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DISCUSSION

Donaldson:

I guess I should mention that you might look up some work by Vernon
Rossow of NASA TMX 62-304 and by Alan Bilanin A.R.A.P., both of whom
have done the same numerical calculations that you have done. They con-
sider tne conditions as to whether two vortices will continue to rotate
around themselves forever, or whether they will capture themselves, and
tne time required for capture. The line that divides the two cases was
considered and they show that two point vortices will rotate around
themselves forever; they'll never capture each other. There has to be
some distribution of the vorticity in order for them to capture them-
selves. Vernon Rossow did the numerical simulation of how bi, that dis-
tribution of vorticity had to be and how it affected the capture time
and Alan Bilanin has done the analytical solution to that particular
problem.

Takaki:

Thank you very much for your comment.

Kovasznay:

I would like to amplify on the Author's statement. For the earlier
work which he referred to, the _2 merger rate was assumed. It was an
assumption and it was consistent with an experiment in the scaleless non-
dimensional probability density distribution of the Brown & Reshko results.
In order to justify the assumption, he made the numerical simulation with
the finite vortices. Indeed the final finite cloud of point vortices
confirmed the intuitive assumption as Donaldson well pointed out. So I
think that all fits very well with what Coleman just said.

Hussain:

I was wondering Dr. Takaki, are some of the other integral measures
of the mixing layer predicted by your numerical technique? Namely, spread
rate or the entrainment rate.

Takaki:

The spread rate I have not tried. I have begun work on such
comparison.

Hussain:

The other things are what Reshko talks about; the life expectancy of
each vortex and the probability density distribution.
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Kovasznay:

What really fixes the merge rate, is the similarity law and the
similarity law with minus two power of the merge rate gives the
probability density distribution. Therefore, the picture looks forever
the same. It's a high Reynolds number approximately, and therefore,
automatically follows the rate of killing or merging of vortices---or
lifetime, if you like. One adjustable constant which was adjusted
came from Roshko & Brown.

Donaldson:

I also should say that in addition to those inviscid calculations,
which yours are also, the merging of two vortices has been calculated
with a complete second order closure model. It is very interesting that
when two vortices of the type that you have in a shear flow merge, and
each of them has a certain amount of turbulent energy in them before
they merge, not only is the scale larger, but they produce turbulent
kinetic energy at just the rate required to increase the turbulent
energy that you would have in the shear layer.

Kovasznay:

Reference?

Donaldson:

The first publication is in a NATO monograph on vortex wakes of
large airplanes some years ago by Donaldson and Balinin.
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STRUCTURAL INFORMATION OBTAINED FROI ANALYSIS USING CONDITIONAL VECTOR

EVENTS: A POTENTIAL TOOL FOR THE STUDY OF COHERENT STRUCTURES

Ronald J. Adrian

Department of Theoretical and Applied Mechanics

University of Illinois at Urbana-Champaign L1801

ABSTRACT

IL The flow event of type El , in which the velocity at a fixed point
is required to assume a prescribed vector value, is considered in regard
to its ability to extract information about the structure of a turbulent
flow. The amount of structural information that can be obtained is dem-
onstrated by a simplified conditional analysis of isotropic turbulence
which predicts, on the basis of emoirical correlation data, a conditional
flow pattern in the form of a dual vortex ring. It is concluded that E
based conditional analyses would yield at least as much information in
more highly structured flows. Further work is needed to establish firmly
the relationship between these conditional flow patterns and current
conceptions of coherent flow structures.

1. INTRODUCTION

In a previous paper (Adrian, 1975) it was suggested that co,,ditional
averages based on conditional events involving the velocity vector in the
form

E= { c u'(x,t) < c + dc }

could possibly provide useful quantitative information about the structure
of coherent flow patterns. Here u'(x,t) Is the fluctuating velocity at

, and c is an arbitrarily orescribed vector value. This speculation
was motivated more by the desirable properties of conditional averages
given El type events, than by the available experimental evidence.
(The properties of conditional averages such as the average of u'(x+r,t)
given E , denoted by <u' (x+r) u'(x) > , are discussed in derail'in -
Adrian 1.75, 1978. See afso Tele6 1§70, and Dopazo 1975.) In fact,
measurements of the scalar, time delayed conditional average
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< g(x,t+T)ig(x,t) > , where g was either the streamwise velocity com-
ponent or the fluctuating static pressure in the driven mixing layer of a
round jet, showed that this quantity contained little more information
than the autocorrelation function (Adrian, Chung, Jones and Nithianandan,
1976). Hence, the scalar version of the El event did not appear suit-
able for coherent structure analysis.

The purpose of this paper is to explore the possibility that condi-
tional analyses based on the full vector event, E1 , may provide struc-
tural information of sufficient detail to warrant their use in coherent
flow studies. As a severe test of this hypothesis we shall consider the
El based conditional analysis of isotropic turbulence, a flow which
presumably possesses less structure than any other turbulent flow.

*1

2. CONDITIONAL ANALYSIS OF ISOTROPIC TURBULENCE

In the mean square sense the best conditional analysis of the
velocity vector field around the point X given the value of the veloc-
ity vector at x is < u'(x+r)lu'(x)> (the time dependence is suppres-
sed). That is,- < u'(x+r)1u'!x) is the least mean square error estimate

4. of u'(x+r) in teris df thi kfown velocity, u'(x) . In incompressible
isotropicturbulence the vector field given by < u'(x+r)lu'(x) > is a
non-linear function of u'(x) that is independeni of x , ajisymmetric
about the direction of a'(R) and solenoidal with respect to r (Adrian
1975). Direct experimental measurements of < u' (x+r)Iu'( ) > have not
been made for isotropic turbulence, so in order to examine the structural
information content of this quantity an approximation is necessary that
permits its evaluation in terms of data that are available.

The simplest approximation is obtained by truncating the Taylor
series expansion of <u'(x+r)Iu'(x) > about u'(x) = 0 after the first
order term, leaving the linear estimate,

<ui (x+rlu,(x) > (1)= Aij(r) u.' (x) , (2)

wherein the coeffic'ent Aii(r) is determined by minimizing the mean
square estimation errors <(< ui (x+r)1u'(x)>-Aijuj' (x))-> for
i=1,2,3. This implies that Aij must satisfy a set of nine linear
algebraic equations

< uz (x)ui' (x+r) > 
= Aij(r) < u.' (x)u (x) > (3)

(Adrian 1975). In isotropic turbulence < u' (x)u (x) > = 2 jz, and
the solution of eqn. (3) is simply

Ai.(r) = u.(x) ui (x+r) >/u2 (4)

Combining the usual expression for the isotropic two point correlation
tensor (Batchelor, 1960, eqn. 3.4.5) with eqns. (2) and (4) yields

<u' > (f-) .. + 9(r)6] u (5)
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where f(r) is the longitudinal correlation function, g(r) = f+ rdf/dr
is the transverse correlation function, and r= r,

Since the conditional vector field given by eqn. (5) is axisyrietric
about u'(x) , its streamlines may be found by computing the Stokes'
streamfunction corresponding to eqn. (5). The result is

() u'( ) f(r) r2 sin2 , (6)

where is the polar angle measured from the direction of u'(x) For

isotropic turbulence, the particular choice of the direction is, of
course, arbitrary. Hence, the structure of the linearly estimated vector
field can be calculated using only one piece of empirical information,
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f(r) = exp - Ir/Lll (7)

having integral length scale L The streamlines of constant

(I )/u'(x)LL2 plotted in Fig. I reveal a vortex ring structure whose
center is at x . In the e = 900 plane the conditional velocity vector
is given by u'(x) g(r) which is indicated by the dashed-dotted line in
Fig. 1. The core of the vortex ring occurs in the plane at r = 2Ll1
coincident with the zero value of g(r) . According to this model
the negative regions of the transverse correlation function are
associated with the return flow of the vortex ring.

12, -- -

- - - - - - - - - - - - - - - - - -

0 100.0 1 1

4111 - I  Q04-

''I I (\ I \

Cal'

-81 U , I I

\ \ \ ' , / I
---. ------------ /-,-- -- -> ,- --12L!/ /

I I I I I I I , I
-12Ll -8LI, -4L 1  0 4L,, 8L,, 12LI

Figure 2. Streamlines of the linearly estimated conditional flow field
computed from eqn. (6) using Van Atta and Chen's (1968)
correlation data for x/M= 48. L = 0.54M is the integral

scale. Numbers indicate the value of T /u'(x)Ll 2

A more realistic and significantly more interesting structure is
found by using Van Atta and Chen's (1968) correlation data from the
initial decay law region of grid turbulence. Their f(r) curve differs
qualitatively from the simple exponential in eqn. (7) in that it crosses
zero at r - 5.2L11  with the consequence that the transverse correlation
function calculated from f(r) possesses two zeroes. The difference is
manifested in Fig. 2 by the appearance of a second, counter rotating
vortex ring that surrounds the inner ring and has a core center located
at the second zero of g(r) . The large diameter of the outer ring core,
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approximately 22L 11 , emphasizes the importance of the tails of the
correlation functions when considering large scale structure. It also
suggests that the integral scale Lll may not be even a good order of
magnitude estimate of the scale of the turbulent structure.

4. DISCUSSION AND CONCLUSIONS

The application of conditional analysis based on the event El to
isotropic turbulence results in a suprisingly detailed and not unreason-
able picture of conditional patterns in a flow that is often considered
relatively featureless. On the basis of this result is seems likely that
El type events could be useful in the experimental study of much more
highly structured flows such as turbulent boundary layers.

It is obvious that El based conditional analyses must yield some
sort of conditional flow structure for turbulent boundary layers. It is
less obvious, indeed unproven, that these structures would coincide with
the Lagrangian type of flow entities that are sometimes implied by the
term coherent structure. This would depend upon whether or not a
particular coherent flow entity could be characterized uniquely on
average by given values of the velocity vector at some point in its
volume. Experimental studies using El based conditional analysis
would appear to be the best way to resolve this question.
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DISCUSSION

Kovasznay:

Two comments. One of them is a statement of fact that a quantity
very closely related to what you describe is referred to as contingency.
Namely, if you take two functions (a two-point correlation) and you de-
fine the probability so that if function X is above a fixed value A
and function Y is also above a fixed value B, and the correlation
properly normalized so that there is complete coincidence of the two
events if the value is one and zero if they are strictly independent,
then you have contingency of the two functions X and Y. Contingency
has been measured by the Marsailles turbulence group for several flows
.... that's a comment. Second is a question .... have you made any attempt
to do what you describe in any truly three-dimensional shear flow?

Adrian:

Yes, we're doing it right now.

Kovasznay:

Does it reveal anything?

Adrian:

Well, subject to the proviso that it is all tentative, I can say
that right now our direct measurements of pipe flow structure using
two cross-wire probes in which we do compute these conditional averages
(and we also do linear estimation and non-linear estimation but we
haven't an updated map of structure yet so we don't know if we can
identify this yet with large scale structure), we are finding at least
that the linear estimates are very accurate. So I can only take that
to imply that these curves are close estimates of the conditional
averages. Now what the conditional averages mean as such, I think we
have to wait on because these are not Lagrangian pictures.

Kovasznay:

Sure. A third comment. Is not surprising that you get a vortex
ring, a diffused vortex ring type of structure because isotropic turbu-
lence has been described as random oriented vortex rings by several
people, the most elaborate of them being Chou Pe Yuan in Peking.

Adrian:

I should mention that without any approximation this must be the
case because you have specified an isotropic field once you say you're
going to specify a given direction for the velocity vector. It has to
be an axisymmetric field.
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REYNOLDS AVERAGING AND LARGE EDDY STRUCTURE

Stanley F. Birch
Boeing Aerospace Company

Seattle, Washington

INTRODUCTION

The objective of these remarks is to briefly discuss the
roles of detailed experimental measurements and Reynolds
averaged based turbulence models in basic turbulence research.
Although the development of reliable prediction methods for
use in industrial design is probably the major motivation
for most turbulence research, the present discussion of pre-
diction methods will be restricted primarily to a discussion
of their role as a tool in basic research; not because the
former function is unimportant, but because the latter function
is less frequently discussed and sometimes overlooked.

A convenient point from which to start such a discussion
is the relationship between understanding and predictions men-
tioned by Bradshaw (1) in his Reynolds-Prandtl lecture. It
is argued, here, that prediction and understanding are closely
related concepts. This relationship will be discussed from
two points of view. The role of understanding, in the re-
stricted sense of an accumulation of empirical facts, in the
development of prediction methods will be discussed first, and
then the role of prediction methods in the development of
understanding, in a broader sense, will be examined.

THE ROLE OF UNDERSTANDING IN PREDICTION

It would seem that some understanding of a system is al-
ways necessary if we are to predict, in any meaningful sense
of the word, its behavior; and understanding requires, at mini-
mum, the accumulation of a certain quantity of empirical infor-
mation about the system. This was not always accepted as fact.
Indeed one can argue that the development of the modern scien-
tific method was due largely to the slow realization that "Pure
logical thinking cannot yield us any knowledge of the empirical
world; all knowledge of reality starts from experience and ends
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in it. Propositions arrived at by purely logical means are
completely empty as regards reality," (2).

Within the more limited context of the prediction of tur-
bulent flows, the experimental study of turbulence structure
plays a much more direct role. This is perhaps most easily
demonstrated by considering the relations.

u'v = Olq (1)

S T(2)

Here q is the turbulence kinetic energy, £ is a charac-
teristic length scale for the turbulence, au/ay is the mean
velocity gradient and al and 2 are constants. Both relations

are known to be approximately valid for a fairly wide range of
flows (References 3 and 4). Both have been successfully used
in the development of Reynolds averaged based turbulence
models, but here we will discuss them as experimental obser-
vations, without reference to any particular turbulence model.
Combining (1) and (2) yields

2
q- (l ) (3)

or, if we take q2/Zto be a measure of the strength of the
large eddie w, we can write

W const. (4)

since

u a(5)

for most boundary layer flows. What this says is that any
major change in the structure of a flow, for which equations
(1) and (2) are valid, must be due to variations in the size
of the large eddies, since equation (4) implies that the
strengths of eddies remain in equilibrium, in a statistical
sense, with the local mean vorticity.

Now the Reynolds equations for the single point corre-
lations contain no length scale information. Therefore, the
formal study of these equations cannot tell us anything about
the nature of this change. The performance of any turbulence
model, based on the Reynolds equations, for such flows must
depend on the accuracy of the method used to specify the length
scale 1. One can, or course, derive an equation for a length

423



S. F. BIRCH

scale containing quantity, but because of the complexity of
these equations and the almost complete lack of experimental

information on the terms which appear in them, the development
of any model equation must of necessity be highly empirical.
Therefore, the model is ultimately based directly on experi-
mental measurements. The Reynolds equations themselves, it
would appear, provide little more than a convenient framework
within which such a model can be constructed. For a more
detailed discussion, see Reference (5).

It is true that equations (1) and (2) are not universally
valid, and even for the range of flows over which they are
approximately valid, the intent of the above remarks is not
to imply that the behavior of turbulent flows can be complete-
ly described by a consideration of just the turbulence length
scales. The objective is merely to demonstrate that in
turbulence models based on the Reynolds equations, much of the
real physics of the flow is carried by the empirical closure
assumptions, rather than by the Reynolds equations themselves.
The obvious conclusion which follows from this is that the
continuing development of such models depends on the availa-
bility of new experimental data.

THE ROLE OF PREDICTION IN UNDERSTANDING

Although experimental data is required in the development
of prediction methods, understanding, in general, implies more
than the simple accumulation of data; it implies a knowledge
of the causal relationships between the observed phenomena.
Experimental observations may suggest possible relationships,
but they do not provide such knowledge directly. How is such
knowledge acquired? The classical method is to attempt to
predict the behavior of the flow under different circumstances,
based on some assumption about the causal relationships.
These predictions are tested against new experimental data.
If they prove to be correct, then an attempt is made to
predict a larger range of flows. If not, a new hypothesis is
formulated and the process is repeated. In this way, hypotheses
are developed which are valid for a wider and wider range of
flows. Obviously, it is important to assure that the pre-
dictions follow rigorously from the assumptions, and as the
range of flows which must be considered increases, it becomes
necessary to develop a formal prediction procedure. This
procedure must be reasonably tractable. It is also desirable
that its formulation does not precommit one to a particular
point of view, since one does not know initially which hypo-
thesis will prove to be correct. These criteria are satisfied
by turbulence models based on the Reynolds equations.

Note that the objective is not to predict the detailed
structure of the flow. The objective is to establish the

424



S. F. 6IRCH

validity of certain assumptions about the basic physics of
the flow. A model of the turbulence of some sort is implicit
in any detailed discussion of experimental data in which the
results of one experiment are compared and contrasted with
those of other experiments. The formal use of turbulence
models simply makes the procedure more systematic and scientific.

Developments in numerical methods and turbulence models
over the last 10-15 years have had two important effects.
First, the development of efficient methods for the solution
of sets of coupled partial differential equations has led to
the development of turbulence models which are valid for a
much wider range of flows than the older models. None of the
models developed to date are universally valid, and it is
unlikely that any such model will be developed, but the better
methods are now capable of predicting a fairly wide range of
flows. As the accuracy of these models has increased, their
importance in the design of experiments and the interpretation
of results has also increased, This has been exploited with
considerable success by a number of groups in recent years.

The second effect of the improvements in numerical methods
has been that the range of flows which can be studied numeri-
cally has greatly increased. But this has led to experimental
problems. Our experience from the study of classical two-
dimensional flows over the last 50 years has made it clear that
an experimental description of the more complex flows of
practical importance is not going to progress very far if
we approach the problem in the same way. To completely
document such flows experimentally is out of question. If
we are to make any progress with these flows, we must use a
combination of numerical calculations and detailed experi-
mental measurements. To be practical the experimental measure-
ments in these flows must be confined to trying to resolve
new problems which arise, rather than trying to completely
document the flows.

CONCLUDING REMARKS

The objective of this discussion was to attempt to show
that the roles of detailed experimental measurements and
numerical turbulence models are largely complimentary, and to
suggest that continued progress, particularly for the more
complex flowsencountered in most practical applications, will
require the combined use of both.
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DISCUSSION

Patterson:

This gives me an opening to make a comment and ask a general
question. The thing that I've been wondering throughout this
conference is how all this knowledge that we're accumulating on
the coherent structures of turbulence is going to contribute to
our ability to do the kind of engineering modeling that Birch is
talking about. My interests, for instance, are primarily in mix-
ing and in shear flows with additives and, to a larger extent,
in modeling these kinds of flows. I'd like to have suggestions
from anyone about how the simplier engineering type modeling
efforts (two-equation and simpler) can benefit from the knowledge
that's been accumulated. Do you have any comments on this, or
anyone else?

Birch:

I think that's a pretty complicated question to answer right
off. All I'm saying is, there has to be a connection or else
we're not going anywhere. We have to try and interest the people
who are developing models to look at experimental work, and the
people who were making measurements to try to relate those measure-
ments to the sort of information we need to develop models. That
is the problem. I can't solve that.
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Abbott:

I have a quote here from Cebeci & Smith's book (Academic Press,
1974) that I think is relevant to this discussion. Would you like
to read that into the record Amo?

Smith:

Yes, thank you. In fact, I happened to write this part myself.
I was thinking of the airfoil-like 28 foot long body investigated
by Schubauer and Klebanoff (1950) at nearly full-scale Reynolds
number. Since the average boundary-layer thickness was of the
order of 3 inches, and if you argue that you need, say, 10 nodal
points to describe the smallest eddy, then for a typical two-
dimensional calculation you must use 20,000 steps in X, 1200 in Y
and 4800 in Z. If you assume 100 time steps will give average
characteristics and solve the complete Navier-Stokes equations from
first principles, the calculation would require 1.15 X 1013 compu-

tation steps. For a CDC 7600 this would require 1.85 x 1010 minutes
or 35,000 years! Corrsin and Emmon's have made similar estimates.
Later I found out frcm Deardorff that 1000 time steps are probably
necessary, and it would take 10 times longer if you had a real
three-dimensional problem!

Reynolds:

I'd just like to kind of counter that comment of Amo's
because I think it could be misleading. The two things we have
learned from experiments are that the large-scale structures are
very different from flow to flow, and in fact they affect all of
the statistics that are important. So if you try and perform a
calculation by going to more and more higher-ordered closure terms,
you're still involving the large-scale ructures. Since they are
all different from flow to flow, there's no way to model them. The
other thing we've learned from experiments is that small-scale
structures are very nearly the same from flow to flow. So this is
the whole idea behind large eddy simulation....you model small-
scale structures and compute the large-scale ones that are different,
and I don't think that it takes as many points as you've indicated
to do that.

McElligot:

I can think of one case somewhere along the lines Bill Reynolds
just described where the modeling could help and that is when we
try to predict heat transfer which is primarily wall dominated.
What we need is a fairly good understanding of how the viscous sub-
layer is modified, and I'd like to do that from an understanding of
what are the dominant features in the viscous sublayer --- meaning
at a y+ of 30 in the unheated flow and y+ of 50 to 100 in some of
the strongly heated flows. Once I have a reasonable treatment for
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the sublayer, I think we can patch it in with any outer flow
treatment which gives an approximately decent answer and we'll
come up with good predictions for heat transfer and wall
friction which is what many engineers want.

Brodkey:

The reason that I got involved myself in all of this co-
herent structure work was the recognition that it was impossible
really to model it. The modeling you're talking about is model-
ing without understanding. This is what you need really to bull-
doze your way through a problem with a computer bigger than all
the computers added together in the world. And the only reason
that many of us are in this area of study, starting with Steve
Kline and others, is to provide some of the understanding which
makes the problem manageable.

Abbott:

I disagree with your contention that it's impossible to model

the details of turbulent flow; there are a number of us that are
doing just that. Whether solving a complete problem will prove
computationally feasible was AMO's point, and in all fairness he
wrote that back before 1974. Maybe Bill Reynolds is right.

Peter Bradshaw:

Can I just refer to that highly unfamiliar equation I just
wrote up on the board and point out that the main stumbling block
in solving this shear stress transport equation is the term with
the pressure fluctuation. (No record was made of the equation Ed.)
Now I'm not convinced that one can necessarily model this term
just by plugging in a simple length scale. A pressure fluctuation
isn't really a locally determined quality anyway. So I'd like to
take issue with what Stan Birch said about the length-scales in
effect containing all the information. We haven't really worried
much about pressure fluctuations except for what Marten Landahl
said this morning, but somehow or other we have either got to
predict those pressure fluctuations or we've got to solve the
Poisson equation and plug that into the equation before we start
modeling.

Birch:

I don't think I said, at least I hope I didn't say, that all
you have to do is solve for a length scale and plug it in. I'm
agreeing with you. The pressure velocity correlations are import-
ant terms, but they're not terms that you can solve with the
Reynolds equations--they're empirical input.
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ON THE FEASIBILITY OF A VORTEX MODEL OF THE

TURBULENT BOUNDARY LAYER BURST PHENOMENA

J. E. Danberg

Department of Mechanical & Aerospace Engineering

University of Delaware, Newark, DE 19711

ABSTRACT

A limited feasibility study is described involving the modeling of
turbulent streak and burst phenomena using vortex configurations im-
bedded in a mean turbulent flow field. Two situations are considered,
first, the development of a hairpin vortex attached to the wall and,
second, two elongated vortex rings one above the other. The hairpin
is found to grow away from the wall and form a vortex ring with several
features resembling streak development (upward growth, leading edge
oscillations, speed of 80% of mean speed). The two ring system shows
vertical motion 10 times larger than that of the hairpin, a character-
istic which would be required to describe the burst phenomena.

1. INTRODUCTION

Several aspects of flow visualization studies and hot wire measure-
ments of the streak-burst-sweep sequence in turbulent boundary layers
suggests the presence of vortices. Theodorsen was the first to suggest
horseshoe vortices as a flow pattern underlying turbulence. Many other
researchers have proposed models or "pictures" which exVlain the obser-
vations, most notably those of Kline and his associates . However few
attempts have been made to quantify these msdels into a theory. Analy-
ses of vortex motion have been made by Hama9 , Thomson4 and Stuart' but
with transition in mind.

In the present study it is proposed that a hairpin shaped vortex is
formed in the laminar sublayer and that the vortex moves with the fluid
and as a result of self-induced velocities. An image vortex is intro-
duced to satisfy the impermeable wall condition. The prongs of the hair-
pin are assumed fixed to the wall. As the prongs elongate they are in-
duced to approach each other creating a ring like structure with a
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smaller hairpin behind. The stretching and movement away from the wall
corresponds to streak formation and lift up. Waves are observed to
develop on the vortex which could correspond to the oscillations observed
in flow visualization studies. If the formation of the vortex ring
coincides with the passage of a similar vortex in the flow away from the
wall, the mutual attraction produces a rapid upward movement of the ring
modeling the burst phenomena. Finally the circulation around the trail-
ing edge of the ring produces a sweep-like wallward directed flow.

As a preliminary attempt to formulate such a model the different
phases are considered separately. The first model is that of the de-
velopment of the hairpin vortex in the sublayer. A second model con-
sists of two ring vortices separated in the y-direction.

MODEL FORMULATION

The vortex system as shown in Figure 1 is divided into nodal points
V so that (n, n+1) defines a segment of the vortex. Both the primary

vortex and its image are assumed symmetric to the z = 0 plane.

The curved vortex loop segments are approximated by straight line
elements where the motion of the end points are computed using the Biot-
Savart law. The vortex is fixed at x = 0 but all other points are
convected by the mean flow -(y) (based on Coles 6) and by the self in-
duced velocities. The computations are carried out in wall region non-
dimensional variables. The initial hairpin was assumed to be a half
ellipse x+ax = 100, z+ax = 10 and inclined at 4.60 to the wall. The
circulation strength was chosen as F+ = 10 (F+ = T/v) which resulted in
a growth rate roughly compatible with streak growth rates.

Figures 2 and 3 illustrate the results obtained where Fig. 2 shows
the side view and 3 the plan view. Note that the ordinate and abscissa
have very different scales. The vortex is shown every 6 time units
(t+ = u2Tt/v). Fig. 3 shows the "neck down" and formation of a ring
from the leading edge of the hairpin. Fig. 2 shows the instability of
the leading edge which resembles the oscillation observed in the later
stages of streak development. The x-direction velocity of the leading
edge of the vortex is found to be approximately 80% of the mean flow
speed which is consistent with hot wire measurements of turbulence
propagation.

RING MODEL

Fig. 4 illustrates the results obtained for a pair of elongatedring vortices separated in y. For this calculation the overhead vortex

was assumed fixed at y+ = 50 and convected at 80/% of the local mean
speed. Both rings were elongated ellipses approximately of the dimen-
sions of the ring formed from the hairpin system. The duration of this
calculation is At+ = 10 compared with the At+ = 60 of the previous
figures. The vertical velocity of the lower ring can be estimated as
10 times the vertical speed of the hairpin system.
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CONCLUDING REMARKS

Further details of the analysis are available in Reference 7 and
additional studies are planned to consider the effects of other choices
of parameters such as segment length, initial vortex configuration and
circulation strength. A more complete model is being developed in-
cluding both a hairpin and overhead ring so as to give a more complete
picture of the interaction of the elements of the system.
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DISCUSSION

Abbott:

Jim, (Danberg) I'd like to ask you a question. You have your
hairpin vortices ending on the wall now, right? I think we all pretty
well understand that this can't be true for viscous flows. I can give
you a very simple proof of this if you want; is there any question
about it now? No? *OK. So we can take your work as a schematic model
of something that is not quite right.

(The proof, in its simplest form, can be outlined as follows: If
a vortex is to end on a wall (or connect to its image), there must be a
non-zero value of w at the wall. But 2 y = ( u/ z - 9w/3x), and
since u and w are zero at the wall in a viscous flow, their gradients
in the plane of the surfact are zero. Hence, in a viscous flow, since
wy is a zero at the wall, a vortex cannot end on the wall. Ed.)

Danberg:

Yes, it's strictly an inviscid flow. There was no viscosity in
our model.

Abbott:

There was no viscosity, but a profile. A rotationai profile?

Danberg:

Yes, correct.

Landahl:

I wasn't quite sure what you assumed about the core of the vortex.
Was this a line vortex? Yes? Well, then the question arises, since a
curved line vortex has infinite self-induction velocities on it, what
did you do with that?

Danberg:

Well, when you approximate the curved vortex with a line element,
then of course the line elements adjacent to the point have to be ex-
cluded from the calculation of the induced velocity.

Landahl:

Okay, but the point I guess is that a line element consisting of
straight-line pieces doesn't behave the same as a curved element.

Danberg:

That's right
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Knight:

In relation to Marten Landahl's question, did you make any
observations about what happened when you increased the number of
segments on your vortex hairpin? Were your results different?

Danberg:

Yes, but I haven't a complete picture on that. That's one of
the obvious things that we want to do. It does change things but
it doesn't change the overall picture.

Knight:

You still see the formation of the vortex ring and it's lifting
off the wall?

Danberg:

Yes, and of course that's controlled to a large extent by the
choice of circulation strengths that you select. We tried to look
at a range of circulation strengths that might be reasonable. We
want to of course pick a fairly low strength, a very weak vortex.
Apparently, in a range of between five and say eighteen in this
non-dimensional circulation strength, we get a ring formation, but
the rate at which the ring forms is controlled by the magnitude of
that number.

Bradshaw:

This first slide shows the way in which a vortex loop more or less
artificially introduced into a laminar boundary layer, will grow (it's
growing downward). The flow is from right to left and it's at the top
of a wind tunnel if you like. The second slide is a laminar boundary
layer flowing left to right. There are some sucticn holes in the sur-
face which stretch the curved "vortex lines" in the laminar boundary
layer spanwise causing little vortex horseshoes to form between the
suction holes. They also make most of the smoke disappear. The horse-
shoes are then shed at intervals and as you can see they move down-
stream periodically, although we need concentrate on only one of them.
The smoke, i.e. the vortex lines, more or less just trail down (behind)
in what would be the viscous sublayer in a turbulent flow. It looks
like a couple of snail trails, so maybe this elephant is really going
downstream on a skateboard and leaving a trail behind it. I thought
you might be interested, those of you who haven't had these slides
peddled out to you before, to see the correspondence between the flow
visualization and Professor Danberg's nice calculations.

Abbott:

Where are the suction holes?
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Bradshaw:

Here is one layer. The next one is up here. So you're getting a
vortex line, a kind of stretching between the two suction holes. That
is, the vortex lines in the laminar boundary layer get stretched out
sideways.

Reynolds:

Peter, is there any indication of any interaction between those
nice clean vortices (that are marching downstream) as you go further
downstream? Do they come together at all?

Bradshaw:

I don't believe they do. This was all done about 15 years agc when
we were working on laminar flow control. I think they just wander down-
stream without anything else very much happening to them until we run
out of wind tunnel. As you can see, they're pretty widely spaced. The
fact that they look as though they are in echelon is, I think, just a
coincidence. There's certainly a streamwise periodicity, but its set by
an oscillation down on the side. But that is not turbulence! That's a
laminar flow with artificially introduced vortex loops at the beginning--
croquet hoops if you like--which then go downstream and form into the
same sort of horseshoe vortex shape that Professor Danberg has been show-
ing us.

Danberg:

I certainly wish I had seen that Figure before I started my talk.
It would have been a useful addition.

Wallace:

I want to ask Professor Danberg to what extent he feels that model-
ing a hairpin vortex in a shear layer without viscosity gives insight
into the dynamics of a horseshoe vortex in a viscous shear layer?

Danberg:

Well, if I knew all the answers I guess I could answer that question,
but I felt it was necessary to start some place and look at what happened.
There is much discussion in the literature about horseshoe vortices as a
description of what is going on, but no one, as far as I am aware, has
tried to quantify this before.

Wallace:

This wasn't meant as a criticism but just a question: did you have
a specific motivation?
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Danberg:

Well, just as a learning process at this stage.

Falco:

Two questions for both Peter Bradshaw and the speaker. First,
do you see your horseshoes closing into rings, as the calculation
suggests. And second, do those things lift off the wall or do they
just convect at roughly a fixed height the whole of the time.

Bradshaw:

I don't think there's any interaction between them. I don't
think there's any real tendency to come together into complete loops;
renember, each of these has got an image, underneath anyway, so a horse-
shoe on the top and a horseshoe on the bottom is a complete loop from
an inviscid point of view.

Abbott:

The answer is no?

Bradshaw:

Correct. They popped out of the laminar boundary layer and then
they just formed downstream with nothing else to do. So they were
effectively fixed patterns of smoke going downstream. -

Falco:

So they were effectively inert after they formed?

Bradshaw:

Yes.

Danberg:

Well, let me just mention one thing. What you are describing is
very sensitive to the circulation strength that is put in. And the
experimental situation that was illustrated was a result of a fairly
low circulation strength, so that the arms would pinch off very slowly
or perhaps not at all. That is what we get for very low circulation
strengths as well.
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ABSTRACT

A model for the kinematics of a turbulent flow close to a solid
boundary has been explored. Good agreement is obtained between the
calculated flow field and experimental results. This agreement suggests
that the flow oriented eddies in the viscous wall region can be repre-
sented as being coherent and as being driven by flow deviations from the
mean flow direction in a well mixed outer region. The observed "bursting"
phenomenon is pictured as the result of the motion of a strong shear
layer from the region of coherent flow to the outer flow.

1. DESCRIPTION OF THE MODEL

This paper is concerned with the viscous wall region of a turbulent
flow (y+ < 30-45). The two dominant theoretical notions that have been
used to describe this region have been that the flow is driven by the
outside flow or that the events are due to a hydrodynamic instability.
We explore the first of these.

The field is assumed to be homogeneous in the direction of mean flow.
The equations of motion are solved numerically for a flow which is periodic
in time and in a direction transverse to the direction of mean flow. The
period is taken to be the time interval between "bursts" and the wave
length the spacing of the streaky structure close to the wall observed by
a number of investigators.

The average flow is assumed parallel to the x-direction. By using
the assumption of homogeneity in the x-direction the velocity field is
given by the equations
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we used the average velocity measurements given by Laufer (1954). Forinitial conditions we took w, v from the inviscid irrotional solution

and U =

Finite difference methods have been used to solve these equations.
Calculated values of U, v, w were found to vary periodically with time
after 4-5 periods. The characteristics of this periodic solution are
di ycussed in this paper.

2. CALCULATED STREAMLINES
Examples of calculated stream lines for the conditions = 45,

+ +
we 00 and T =100 are shown in figures land 2. Here r is the period

defined as 2 /. For t 0, the flow is inward at z = 0 and outward at

z = 0O.5x. At t = 0.21t a separation bubble appears at z = 0.5X as indicatedin figure 1. Because of the imposed outer boundary condition the w- velocity

reverses direction at t= 0.25r. At t -- 0.26T a streamwise vortex larger thanthe separation bubble appear close to the upper boundary. In subsequent times
tae streamwise vortex and the separation bubble increase in size until at
t = 0..31 the vortex occupies the whole region of coherency. At t = 0.32t
the v- velocity reverses direction at the upper boundary. In subsequent
times the separation bubble fnd the streamwise vortex shrink in size until
they eventually disappear. During this period the outflow z 0 and the
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inflow at z = X/2 become stronger and the secondary flow pattern shows
phase changes as well as shear layers. At t = 0.50T the pattern is the
same as for t = 0 except that the direction of flow is reversed.

The flow lines shown in figure 1 would suggest that dyeXinjected
through a wall slot would initially formxa rising plunie at 2. At about
t = 0.39T this plume would disappear at -and would start ty appear at
z = 0 at about t = 0.44T. However, befo~e disappearing at - , its leading
edge would recede backward, (see figure 2), perhaps giving ihe appearance
of an oscillation, and have lateral movement. This resembles in some ways
the description of breakup given by Offen and Kline. (See figure 2 of their
paper, 1975).

The streamwise vortices observed over a part of the cycle are
different from the counterrotating eddies proposed by Townsend (1956) and
bakewell and Lumley (1967). They are not associated with intense outflows
and inflows in the region of coherent motion. They appear only during
transitional stages separating periods of high activity.

30 / 5

III

30 - II ,'

y + ,/7 / - - /-- - ,I~,

15- / ,

0 0 0 0 0 0 0 0 0 0 0 0

45 CJ0 - / 0!

/ I5 I/it /1i

000 0 0 0 0 0 0 0 0 0 0

y + /I , I //

, //

05 -\ - - -)

0 0 0 0 0 0 0 0 0 0
U+(y, t)

Figure 3. Calculated instantaneous axial velocity profiles (y = 45,
++ + 0A = 100, T = 100) at Z= 0 and for times t = 0 to t = 0.99TB .

441



D.T. HATZIAVRAMIDIS/T.J. HANRATTY

3. DEFINITION OF BURSTING

Calculated instantaneous axial velocity profiles at z 0 are shown
in figure 3. In this figure the time averaged velocity profiles are in-
dicated by dashed lines.

The instantaneous axial profiles at z+ = 0 show positive deviations
from the mean velocity profile far from the wall and negative deviations
close to the wall at the beginning of the period (t = 0 to t = O.13T).
Over the time t = 0 to t = 0.34T increases in the axial velocities are
noted. This acceleration is stronger far from the wall. It is noted that
this acceleration occurs at the same time that strong inflows occur at
z = 0, so that it is associated with the convection of momentum from the
outer flow to the wall region. During the acceleration inflexion points
gradually disappear from the axial velocity profile. The velocity gradient
at the upper boundary also disappears and this results in a blunt velocity
profile with a region of uniform velocity expanding from the upper boundary
toward the wall.

At t = 0.35T a deceleration of the axial velocity profile begins and
continues to t 0.79T. This deceleration occurs over the period that out-
flows are occurring at z = 0. At t z 0.63T the axial velocity profile is
the same as the mean profile. At subsequent times (t = 0.65t to 0.84T) a
distinct shear layer is present at the upper boundary which separates the
regions of coherent flow from the outer flow, as evidenced by a strong
discontinuity in the axial velocity profile right at the upper boundary.
Negative deviations of the instantaneous axial velocity from the mean
velocity profile are observed at all values of y for t = 0.8 4T to t = 0.91T.
However, no shear layer is present at the upper boundary.

There seems to be some differences in the literature in the definition
of the actual event of bursting. We have chosen to define bursting as that
period of time that the instantaneous axial velocity at z = 0 has steep
discontinuities at the upper boundary, t = 0.65t to t = 0.84t. (At z =
O.50T, it occurs from t = 0.15T to t = 0.34T.) It is to be noted that
according to the above definition dye streamers formed at a wall slot would
disappear from the z = 0 location shortly after the bursting. Thus we
estimate that bursting occurs about 20 percent of the time. This result
is in agreement with an estimate of 18 percent by Corino and Brodkey (1969).
The calculated profiles shown in figure 3 are in striking agreement with
measured velocities for y < 0.4 in. presented by Kim, et al (1971) in figure
6 of their paper.

Calculated instantaneous profiles at z = 0.22x do not show steep
discontinuities (shear layers) at the upper boundary as do the instantaneous
profiles at z = 0. These results suggest a thickness of the bursting region
of Az+ < 44.

4. CALCULATED STATISTICAL PROPERTIES

A number of statistical properties of the calculatel velocity field
were calculated. For this purpose averages at a given y were obtained by
averaging over one period in time and one wave length in z. Several aspects
of these calculated results are in agreement wivh measurements.
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The calculated average velocity profile is in good agreement with
measurements of Laufer (1954) for y+ < 25. The region y+ > 25 matches
the relation

D+ = 5.60 log y+ + 5.0

A maximum in the intensity of the velocity fluctuations in the directionof mean flow is obtained at y+ = 10. The ratio of the root mean squared

values of the axial, (2 )1/2, and transverse, (s /2) 12 , fluctuating

velocity gradients at the wall are calculated to be approximately equal
to three. The calculated skewness of the axial velocity fluctuations
is calculated as positive for y+ < 12 and negative for y+ > 12.

As in Willmarth and Lu (1971) and Wallace, et al (1972), calculated
time averaged values of the product uv have been classified according to
the sign of its components u and v. Quadrant IV (u > o, v < o) is identi-
fied as inflows of high speed fluid, quadrant II (u < o, v > o), as ejections
of low speed fluid and quadrants I (u > o, v > o) and II (u < o, v < o) as
interactions between inflows and outflows. The calculations agree with
experiments (Brodkey, et al 1974) in that quadrants IV and II each contribute
approximately 70% of the Reynolds stress and quadrants I and II contribute
-40'. Also in agreement with experiments the quadrant IV contribution is
greater than the quadrant II contribution for y+ < 22.
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DISCUSSION

Abbott:

Tom, one thing that immediately comes to mind would be a very im-
portant test; are you getting, in your time averages, the log-law in the
outer portions of your profiles?

Hanratty:

Of course we only go out to about a y+ of 45 and so we can't really
get the log-law, but it does roughly suggest a match up with the log-law.

Reynolds:

Tom, this work looks very nice. Is the flow independent of x ?

Hanratty:

Yes.

Reynolds:

Does that mean that there's not a u, or is there a u i here too?

Hanratty:

There is a u in there, but we assume homogenity in the x- direction.

Reynolds:

So is there a Reynolds stress?

Hanratty:

Yes, there is a u and there's fluctuation in u. What we did is to
solve the equations for a homogeneous flow in the x -direction until we
got a periodic solution.

Reynolds:

Now isn't the u problem uncoupled from the v and w problems in
that homogeneous case? What did you do about the u; did you prescribe the
u?

Hanratty:

No. After we calculated v and w, we then solved the new momentum
equations to get u.

Reynolds:

Oh---they're coupled that way. Okay--fine.
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Brodkey:

What does the Reynolds stress come out to be?

Hanratty:

The Reynolds stress is just the average of v times the fluctuating u.

Brodkey:

Does it come out to be reasonable?

Hanratty:

Well -- we didn't look to see. We just calculated the average velocity
and I don't know how the Reynolds stress would come out. I suppose it
wouldn't come out right on the nickel, because if it did, then you'd be gus-
picious. I think the intensities did not come out right, as you noticed, but
we were lookinq for the semi-quantitative and the qualitative descriptions
of the features that you should have. What we thought was more important
was the quandrant analysis; i.e., what percentage of the Reynolds stress is
due to burst, what percentage is due to sweep, and what percentage is dine to
interaction. And, also, how these vary through the layer!

Coles:

You have the full Navier-Stokes equations, subject to this decoupling
process?

Hanratty:

Right.

Ccles:

I wish you'd explain how these things are energized. I see this flash-
ing back and forth, but I can't put it together.

Hanratty:

It's a bounL y condition for the equation.

Wallace:

You chose this driving velocity function as a boundary condition--at
the upper boundary of your space.

Hanratty:

Right.
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Wallace:

Did you have some sort of physically intuitive reason for that

choice, or was that just an arbitrary choice?

Hanratty:

Well no, not arbitrary. First of all the intuition was that the
length scale was the streak spacing and the time scale was the period of
bursting. We picked a cosine function because that looked as good as any
other choice from data that we had of velocities that were measured near
the wall.

Wallace:

So, you're picking a simple periodic function in time and space that
hopefully will produce a solution which will give the kind of time and
space description that one observes close to the wall.

Hanratty:

Right. It was consistent with the two basic structural parameters
that I see coming out of wall measurements (the bursting time and a lateral
spacing) and we tried to use those two parameters.

Wallace:

Together with the assumption that the flow is being driven by some-
thing above the wall layer?

Hanratty:

Right. So, as I said, I think the theoretical intuition that we put
into the problem is that this is just a consequence of an oscillation in
the outer "low. Now what causes that oscillation, I don't know. That is,
what causes the microscale of turbulence (which is a measure of the zero
crossings) to be whatever number it is at, say, a y+ at 45. That would be
the question. I don't know the answer.

Landahl:

What did your boundary condition on the upper edge of the wall layer
mean as regards to the pressure? I didn't see the pressure in the boundary
condition. I guess that's zero, isn't it?

Hanratty:

I don't know what the implication of the pressure up there would be.
That didn't enter in because we assumed no pressure variations in the
direction of the mean flow, because of the homogenity. So the only pressure
variations would be in the y and z direction and we never directly cal-

446



D.T. HATZIAVRAMIDIS/T.J. HANRATTV

culated them. We just eliminated pressure between the v and w momen-
tum equations and never really looked at the implications of the upper
boundary conditions with reference to pressure. So I can't answer your
question.

Landahl:

So you cannot tell what the pressure corresponding to that boundary
condition would be?

Hanratty:

No, I can't answer that question.

Brodkey:

When you're calculating v and w , you then put them into the u
equation. You can then calculate u, but you must have a boundary con-
dition on u at the outer edge!

Hanratty:

Right. I did go through that rather rapidly. We just used the notion
of a well-mixed layer. We used whatever the average velocity a person
would measure for a turbulent flow at yo, that is at a y+ of 35 or 40.

Brodkey:
-

So, basically then, you just have three constants: yo , x +, and the
bursting time to select?

Hanratty:

Yes. It's an oversimplification in the sense that we're assuming a
complete coherent structure and then a wall-mixed outer region. Now,
obviously that isn't what you really have.

Reynolds:

I note that there was no pressure-strain term (pdu/dx) in your equation,
which is a very important term.

Hanratty:

That's true, since du/dx is zero. I think that one of the real weak-
nesses of the model is this assumption of homogenity in the x direction.
That would be the next step if you wanted to play further with this type
of analysis. However, I think there are so many features that come out,
even with the homogenity assumption, that are qualitatively and semi-
quanitatively in agreement with what people observe, both visually and
quantitatively, that it's worth thinking about anyway.
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ABSTRACT

Experiments showed that in the sublayer of a turbulent boundary
layer a double structure exists; the well-known long streaky structure,
and a much more energetic flow module which at some point in its evolu-
tion appears as a short streak pair which is joined to form an upstream
apex. These flow modules are called pockets. An experiment was per-
formed in which the formation of pockets in a laminar boundary layer
being buffeted by a wake was studied using combined simultaneous visual/
hot-wire anemometry. The results showed that a sequence of events which
very closely resembles both the bursting sequence (see Kline, in this
symposium) and the sweep event, is associated with the occurence of
pocket flow modules. Since the boundary layer was a two-dimensional
laminar boundary layer, no streamwise vorticity was present to produce
low speed streaks, and thus neither the streaks nor the concurrent
inflectionary velocity profiles were factors in the process.

1. INTRODUCTION

This paper describes an experiment whose purpose is to isolate a
mechanism which appears to be associated with the production of turbu-
lence near a wall under a turbulent boundary layer. The experiment was
inspired by the correspondence between observations of a flow module which
appeared in several transitional flows, and descriptions of the turbu-
lence production process (Offen and Kline (1973; 1975), and Corino and
Brodkey (1969),as well as papers in this symposium). This flow module
appears to be the footprint on a wall of a Typical Eddy flow module
described by Falco (1977). The suggestion that a direct interaction
between a vortical outer layer flow module and the wall could lead to
the lift up, oscillation and breakdown phases of the wall layer bursting
process has already been made by Offen and Kline (1973) and Nychas,
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Hershey and Brodkey (1973). The length scales of the outer layer
vortices are roughly 100 wall layer units, which corresponds to the
Typical Eddy flow module scale (see Falco 1977). These facts combined
with the fact that the average spacing of the streaky structure in the
sublayer is approximately 100 wall layer units, led to an experiment
in which movies were taken with a plane of light which was parallel to
the wall and in the sublayer of a fully developed turbulent boundary
layer into which oil fog "smoke" had been introduced more than 50 bound-
ary layer thicknesses upstream. It was found that flow features in the
sublayer were more clearly visible (because of higher contrast) just
after the smoke which fills the boundary layer was turned off. Turning
the smoke off resulted in a period in which there was a significant
amount of smoke in the sublayer, but very little in the outer part of
the boundary layer, because the higher velocities in the outer part of
the layer convect the smoke in that region downstream faster. Under
these conditions the streaky structure was clearly observed, but more

*. careful observation showed that there is a double structure in the sub-
layer consisting of short rapidly evolving streaks, which come in pairs
and appear to be joined together at an upstream apex, (see Figure 1) and
a longer streaky structure. The former flow module appears as a "pocket".
(The forms taken during the evolution of the flow module can also be
seen in figures 2, 3, 6 and 8; figure 6 should be studied first for ori-
entation.) The streak pairs which formed the sides of the pockets were
spaced approximately 100 viscous lengths. When this was discovered, old
hydrogen bubble photos of the sublayer flow taken by Runstadler, Kline
and Reynolds (1963) were examined, and with hindsight, the pockets are
clearly visible and are seen to comprise a significant fraction of the
streaks they counted. The formation of a pocket consisted of a "hole"
(region in which there was no smoke) forming in the smoke filled sublayer
which very quickly grew into the pocket shape. The movies showed pockets
forming in between the long streaks as well as right on them with roughly
equal frequency. Since the flow in between the long streaks has a more
stable instantaneous velocity profile (assuming that streaks are regions
of upflow between pairs of streamwise vortices ), the formation of the
rapidly evolving pockets in between streaks suggested that the current
understanding that ejections of sublayer fluid are the result of an
instability of the instantaneous inflected velocity profile which results
from the upflow between the long streamwise vortices that produce the long
streaks might be incomplete or perhaps wrong.

Several questions have been answered which give us a better under-
standing of these new sublayer observations. The ones addressed are: Is
a pocket the response to a disturbance from the outer layers? If so,
what was the scale of the disturbance, and was a highly vortical distur-
bance required? If the transport of outer layer fluid was not directly
involved, what role did streamwise vorticity observed at the edge of the
sublayer play? What role did the long low-speed sublayer streaks play?
Was significant Reynolds stress associated with the formation and evolu-
tion of a pocket? Was the bursting sequence, as described by Kline in
this symposium associated with pocket flow modules? And finally, do
velocity and instantaneous Reynolds stress signatures agree with those
found by other investigators of the bursting process.

Several transitional flows were investigated in the hope that as
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many variables as possible could be kept fixed. From previous experi-
ments (Falco, unpublished) it was known that pockets were present in the
laminar boundary layer before the leading edge of turbulent spots (see
figure 2) and in the nonlinear stages of natural transition (see figure
3). Furthermore, pockets were also observed in a smoke marked laminar
boundary layer being buffeted by the wake of a two-dimensional cylinder
placed several boundary layer thicknesses above the layer.

It was decided that buffeting a two-dimensional laminar boundary
layer with a turbulent wake that was two-dimensional in the mean had a
lot in common with the interactions between the viscous sublayer and
the outer region flow in a fully turbulent boundary layer. Since it is
known that the outer flow of a fully turbulent boundary layer has a "wake
like" mean velocity profile, if forcing from the outer region was the
cause of the pockets, assuming they marked the regions of high turbulence
production, similar flow modules should appear in a laminar boundary layer
being buffeted by a turbulent wake, which then undergoes transition to
turbulence. This transition is observed to occur at any spanwise location
immediately after a pocket forms. Komoda (1967) has extensively studied
similar wake/laminar boundary layer interacting flows and also concluded
that transition (the production of turbulence) resulted from the creation of
flow modules that, with hindsight, resemble pockets (rather than from the
classical Tollmien-Schlichting wave breakdown).

2. WAKE/WALL INTERACTION EXPERIMENTS

Experiments were performed in the flow visualization tunnel atMichigan State University which is capable of continuous volume flow

marker operation. A laminar boundary layer was formed on the test wall
of the tunnel, which is 122 cm wide. The high degree of uniformity and
two-dimensionality achieved was demonstrated by the fact that when smoke
(see Falco 1977) was injected into the layer, we observed the layer to
remain uniform and laminar as it grew over the 7.3 meter test section
length at a tunnel velocity of 1.1 meters/sec. A 1.27 cm circular cylin-
der was placed across the tunnel 4.6 cm above the test wall. Figure 4
shows details of the arrangement, giving all relevant dimensions. An
array of 4 hot-wires was placed in the laminar boundary layer (also see
figure 4). It consisted of a u-wire near the outer part of the layer, an
x-wire near the center of the layer and a u-wire just above the wall. It
was hoped that this arrangement would allow us to determine whether sweep
(u(+), v(-)) and burst (u(-), v(+)) events were occuring during the pocket
flow module evolution; to determine the extent of the wallward moving
disturbances which appeared to be associated with the formation of pockets;
and to measure the reaction of the fluid closest to the wall. The anemo-
meters used were TSI 1054b, and signals were low pass filtered at 1000Hz.
Analog equipment was used through the experiment, except for wire cali-
brations, which used algorithms written by Foss (unpublished). Two types
of experiments were performed. The first consisted of marking the laminar
boundary layer with smoke and not marking the turbulent wake, so that a
camera located on the top of the tunnel could look through the cylinder
wake and record the disturbances produced in the laminar boundary layer
beneath it which were illuminated with general lighting. Both visual,
and combined simultaneous visual/hot-wire experiments were performed of
this type. In the later, four hot-wire signals, u(wall), u(x-wire), uv
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and u(1.75 cm) were displayed on a storage scope and simultaneously
recorded. (This data was reduced by hand, although we now have a
semiautomated digital data acquisition system).

- Movie

Camera
Flow

1.27 cm dia. cylinder

ST 0  Mean Wake

4.57 cm

I u-wire y=1.75 cm
Laminar boundary layer 6 = 2.3 cm x-wire xo y=1.05 cm

u-ie v=0.3 5 cm

r 2 2 22.1 cm -

Figure 4. Schematic of the turbulent wake/iaminar boundary layer inter-
action. Note placement of four wire array.

The second type of experiment involves recording visual data in two
mutually orthogonal sheets of light. These were produced by splitting
the output of a 10 watt argon ion laser and redirecting the light by
suitably placed mirrors and scanners. The sheets were approximately 3mm
wide. The light scattered from the smoke particles in the sheets was
oriented to a single pin registered camera via two systems of mirrors and

prisms. A split-field view was obtained which allowed us to observe both
the evolving patterns in the laminar boundary layer and, by simultaneously
oozing smoke into the wake of the cylinder, to observe the excursions in
the wake which were associated with them.

A low cylinder Reynolds number was chosen so that the Typical Eddies
generated in the wake would be of a scale large enough that the wire array
did not seriously effect the expected interaction event with the wall.
The wake Reynolds number (R ) was 770. This is high enough to be fully
turbulent, and indeed several detailed turbulent structure experiments
have been performed at even lower RD (see, for example, Hinze 1975). At
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this Reynolds number, vortices could be observed to shed alternately
from the cylinder, some staying coherent for several cylinder diameters.
The Strouhal period was .067 sec, and the time between successive frames
was set at .018 sec.

3. OVERALL FLOW MEASUREMENTS AND VISUAL RESULTS

Figure 5 shows the velocity profile before the cylinder was put in
place (it is offset for convenient comparison) and the velocity profile
and turbulent intensity profile with the cylinder in place 22.1 cm up-
stream of the measurement location and 4.6 cm above the approximately 2.3
cm thick boundary layer.

Wake/boundary layer

10 profile (displaced : .
.25 ft/sec for T

91 ease of comparison) : for wake/boundary

8 layer combination

7 .
6 "

3.2y(in) 6
5

Laminar boundary A.

layer ( no -
3 cylinder)

A.

1 2 3 .04 .08 1.2
Mean velocity (ft/sec) u'/U

Figure 5. Mean velocity profiles, with and without the cylinder in place

(they are displaced for ease of comparison), and the turbulent intensity
profile with the cylinder in place (see figure 4 for geometry).

It is interesting to note that although a turbulence intensity of more
than 12% is measured at this station, which is just upstream of the posi-
tion of intersection of the mean wake and the laminar boundary layer, the
mean velocity profile in the boundary layer appears to be remarkably
Blasius (this was also found to be true when they were compared on a dis-
placement thickness basis). Figure 6 is an enlargement from a 16 mm movie
showing the evolution of a pocket flow module resulting from the turbulent
wake/laminar boundary layer interaction. (No smoke is being released from
the cylinder). An important aspect to be noted in these pictures is that
the laminar boundary layer appears to be uniform for several cylinder
diameters downstream of the cylinder. From movies of this type it was
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discovered that although the wake excites the laminar boundary layer
with a continuous range of scales, the laminar layer appears to be least
stable with respect to a surprisingly narrow range of wavenumbers of the
forcing spectrum, resulting in the narrow range of scales of the pocket
flow module and the remarkably similar evolution of each pocket. These
observations were made both several boundary layer thicknesses before the
mean position of intersection and as far downstream as the illumina-
tion permitted. Furthermore, the scale of the pocket decreased as the
cylinder Reynolds number increased. This behavior suggests that it is
not the large scale eddies interacting with the laminar boundary layer
that are responsible for the pockets, but Reynolds number dependent
coherent motions (for example, Typical Eddies). It was also interesting
to note that no visual indication of shedding at the Strouhal frequency
was observable in the smoke marked boundary layer.

The crossed light sheet visual information allowed a direct corres-
pondence between the wake flow and the boundary layer disturbances to be
made. Figure 7 shows a sketch of a sequence of three split-field frames,
in which a pocket flow module formed at the intersection of the two mu-
tually perpendicular light planes. The sketch is a blowup of the inter-
action event captured in the photographic sequence shown in figure 8. The
sketches of figure 7 actually depict events between frames 8a and 8b. The
following description will be keyed to the photos in figure 8, but it is
expected that the sketches will be needed to make the photos more easily
comprehensible. Little effort was expended to obtain high quality records
because of the preliminary nature of the experiment but the essential in-
formation can be seen. The first frame of figure 8 (8a) shows an excur-
sion of wake fluid approaching the wall in the side view (light plane para-
llel to the flow and normal to the wall). No detail is observable at the
corresponding streamwise position in the top view (light plane parallel
to the wall and in the laminar boundary layer). In the second frame of
figure 8 the module which came from the wake can no longer be seen but
an extending tail of smoke marked fluid shows where its remains have been
convected to. Immediately upstream of this extending tail we can see a
small region of laminar boundary layer fluid, marked by a dense concen-
tration of smoke beginning to lift up. In the top view of this frame, the
pocket shaped flow module can be readily seen. It appears that the lift-
up/ejection occurs at the downstream end of the pocket. Note that the
first and second frames of figure 8 are separated by .1 sec whereas the
second and third frames are separated .02 sec. The third frame of figure
8 clearly shows the lift-up/ejection of boundary layer fluid that results.

Restating this sequence of events in current boundary structural
language, first we see a sweep approach the wall, the sweep interacts
with the wall and a lift-up/ejection of low speed fluid results. The
pocket appears to be the footprint of the sweep as it initially approaches
and convects over the wall. An interaction then occurs in which the sweep,
as initially identified, can no longer be followed and the ejection is
seen where the upstream boundary of the sweep would be expected. These
visual results answered several questions posed in the introduction,
Clearly, the pocket is a response to a disturbance which is convected
towards the wall. Typical Eddies appeared in the two instances in
which pockets formed precisely at the intersection of the two light planes
in our 100 foot roll of film. Several others, portions of which touched
the intersection of the light planes (a necessary condition if both views
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are to appear) helped to confirm the general sequence, but did not allow
classification of the portion of wake fluid approaching the wall. We
could state that this process, in which a rapid ejection of wall layer
fluid occurs does not depend upon the existence of low-speed streaks.
Indeed, the laminar boundary layer from which they emerged appeared to
be accurately two-dimensional, and thus no streamise vorticity was
present.

4. SIMULTANEOUS VISUAL/HOT-WIRE DATA

Data from the four wire array was conditionally sampled to the
pocket flow modules. The objectives were to confirm the visual impres-
sions, and to quantify the interactions marked by the pockets. It was
also hoped that a correspondence could be made between the pocket signa-
tures and signatures of the bursting sequence obtained by Offen and Kline
(1973).

Figure 9 shows "typical" tracings of the u(wall), u(x-wire) and uv
signals obtained.

position of

uv(1.05 cm) cI e

*fluid T ejection-
inrush

or time
sweep

Figure 9. Tracings of simultaneously recorded perturbation velocity sig-
natures from the x-wire and the wall u-wire, conditionally sampled to a
fully developed pocket, the outline o4 which is traced (assuming a Taylor
hypothesis).
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A sketch of a fully developed pocket has been drawn to indicate the re-
lative position of the signals to the pocket (this is approximate be-
cause Taylor's hypothesis does not accurately hold for these events).

Ensemble averages were not formed because when this data was ac-
quired digitization could only be done by hand, but several hundred
"hits" were examined. In those "hits" in which the pocket was fully
developed and centered with respect to the probe array, u(wall) varied
little from the signature of the event traced in figure 9. The stream-
wise perturbation from the x-wire also showed little variation from that
shown in figure 9. The instantaneous Reynolds stress (center signature)
always showed two distinct regions of large perturbation phased with
respect to the two other signatures as indicated (the regions are bounded
by dashed lines). The negative peak at later times, was a consistent
feature, however, the shape of the signal in the earlier region of acti-
vity was sometimes as indicated, and sometimes completely negative. The
streamwise perturbation measured by wire 2, at the top of the array, was
not repetitive, and therefore is not shown.

The phasing of these signatures is completely consistent with the
visual observations made previously. They indicate that at a given
streamwise location a disturbance with high streamwise velocity first
passes over the x-wire then over the wall probe. The uv signals indi-
cate that either a vortex is passing over the probes or a wallward
moving flow module. This corresponds to the sweep event. This is fol-
lowed by the ejection of boundary layer fluid which results in u(-) and
v(+) at the x-wire. Although the layers closer to the wall respond to
this, there is a well defined lag. The ejection occurs at the down-
stream end of the pocket as indicated previously from the crossed light
sheet experiments. Both the sweep and ejection result in significant uv
contributions. The fact that the wire furthest from the wall did not
have a signal which was well correlated with the others suggests that
the length scale of the sweep event is the order of 1.6 cm or less in
the direction normal to the wall. Furthermore, measurements of the
pockets indicated that the average streamwise length (from apex to down-
stream end of the "legs") is 3.89 cm and the average width was 2.13 cm.
Combining these signatures with the visual information discussed earlier,
it is clear that the flow module which approaches the wall interacts with
the wall in a manner which results in the ejection of boundary layer
fluid, the fully developed pocket representing a pointer which locates
the events. However, the pocket also locates the position where signi-
ficant interaction between the wall and the outer region flow module was
initiated. The discrepancy between the center of the pocket and the
measured positions of uv peaks simply reflects the fact that the outer
region flow module is convecting faster than the wall layer fluid and
that the interaction takes a finite time before concluding in an ejec-
tion. Both the visual data and tne anemometry data suggest that the
ejection is a direct result of an instability of the boundary layer
fluid caused by the interaction of the sweep with the wall. This pic-
ture of the pocket as a passive marker is not entirely correct. It has
been observed that after the ejection occurs the legs of the pockets,
which apparently have a streamwise vorticity component, occasionally
spiral up. This aspect of the interaction was not investigated further.

455



R. E. FALCO

5. DISCUSSION AND CONCLUSIONS

If the ejction discussed above is a part of the bursting process
observed over the wall under a turbulent boundary layer, then the re-
presentative signatures in figure 9 should have something in common with
the ensemble averaged signatures centered around visually identified
bursts reported by Offen and Kline (1973). Although quantitative com-
parisons can't be made, qualitatively the ejection portion of the pocket
flow module signatures look remarkably similar to the Offen and Kline
signatures, especially with respect to the phasing of the uv peak from
the x-wire with the negative slope of the u-wire placed closest to the
wall.

Several points remain to be further investigated, and direct
measurement in a fully turbulent boundary layer is clearly desirable, but
it must be noted that the mechanism of the interaction has not been illum-
inated by these experiments. One possible explanation was put forth by
Falco (1977). It relied upon the viscous instability that vortex rings
undergo when they come into contact with a wall. The first steps could
be made to verify this hypothesis by measuring the relative vorticity
content of the wallward moving flow modules.

It appears that many of the essential features of the turbulence
production process are produced when a disturbance from a turbulent wake
propagates into a laminar boundary layer, Both visual data and condition-
ally sampled hot-wire data suggest that the interaction is of the same
type as observed to occur in the viscous sublayer. It appears that this
interaction does not depend upon the presence of sublayer streaks, long-
itudinal vorticity or an instability that may result fron an instantan-
eous inflection in the velocity profile.
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Figure 6. An enlargement from a 16mm movie showing a "pocket" flow
module forming in a laminar boundary layer which is being buffeted by
the wake from a two-dimensional circular cylinder approximately 2.5 6
above the wall. In this sequence of three frames we see the footprint
of a disturbance which has been convected from the wake toward the wall.
The lower part of the laminar boundary layer is filled with smoke. In
frame A we see the first indication of a disturbance forming in the
laminar boundary layer which previously was uniform at this location and
at all locations upstream of this position. In frame B this fluid dis-
places the smoke marked laminar boundary layer fluid. Hot-wire signals
recorded when this phase of the event occurs at the probe array indicate
that high speed fluid is moving towards the wall. Frame C shows the
fully developed pocket form. When events at this stage of evolution
passed over the hot-wire array, it was found that low speed fluid was
moving away from the wall! By the time the flow module evolves to the
condition of frame C it has the appearance of a pair of short streaks.
Note that the laminar boundary layer appears to be uniform for several
cylinder diameters downstream of the cylinder. For these conditions the
direct effect of the cylinder on the laminar boundary layer is small;
there is no evidence of separation or streamwise vorticity near the
cylinder.
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U iLight sheet normal to
the wall

Wake (a)

Light sheet parallel
_____/____.__________ _ \ \.to the wall

Lami nar
boundary
layer

Top View

Wake

Side View

~(c)
Wake(c

Figure 7. A sequence of three split-field frames showing, in schematic
form, an excursion of fluid from the turbulent wake approaching the wall,
the creation of a pocket, and the ejection of fluid from the boundary
layer.
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A MODEL FOR FLOW IN THE VISCOUS SUBLAYER

Donald Coles

California Institute of Technology

Pasadena, California

ABSTRACT

A model based on Taylor-Gbrtler instability is proposed to describe
the flow in longitudinal sublayer vortices. Reasonable fidelity is
achieved in representing measured velocity fluctuations. The main con-
clusion is that there are three mechanisms at work in the sublayer. At
the wall, the mechanism is purely viscous. Below y+ = 15, approximately,
sublayer vortices account for all of the momentum transport by fluctua-
tions, but not for all of the fluctuation energy. Between y+ = 15 and
y+ = 50, approximately, the mechanism shifts from transport by sublayer
vortices to transport by large eddies in the outer flow. These outer
eddies are assumed to drive the Taylor-Gdrtler instability. The insta-
bility, however, is described mostly in terms of its difficulty.

MODEL FLOW

Work on coherent structure in the turbulent boundary layer has come
to share with earlier work on similarity-laws the notion of outer and
inner length scales, say 6 and v/uT. I am concerned here only with
inner coherent structure, which I take to be the sublayer streaks first
documented at Stanford (e.g., Kline et al. 1967). Although my conjec-
ture for some time has been that these streaks are longitudinal counter-
rotating vortices resulting from an instability of Taylor-Gdrtler type,
I am not yet able to argue quantitatively for the instability, for the
ubiquity of the resulting vortices, or for the mechanisms which maintain
(on the average) a constant finite amplitude. I have here a much more
limited objective, which is to show that such vortices are compatible
with much of what is known about fluctuations in the sublayer.

The model proposed here assumes a finite-amplitude secondary motion
similar to the motion resulting from Taylor instability in circular

462



D. COLES

Couette flow or from Gdrtler instability in the boundary layer on a curved
surface. A similar model was used by Taylor (1932) for a different pur-
pose, to draw some conclusions about pressure fluctuations at a wall from
the fluid-motion-microscope observations then being made by Fage and
Townend (1932). Roughly speaking, the inner cylinder (the edge of the
sublayer) is rotating and the outer cylinder (the wall) is at rest. The
gap (the sublayer thickness) is d and the axial (spanwise) wave length
is ',. The coordinates are (x,y,z), with x in the general flow direc-
tion and y normal to the wall. The velocities are (u,v,w), with
u = u + u', etc., The overbar indicates an average at constant x and
y over one wave length in the z-direction.

Let the flow be steady and independent of x. Then the secondary
motion (v', w') is described by a stream function which I represent
approximately and heuristically by

S: x u ( )2 e_4y2/d2 sin(2) , (1)

where A is a dimensionless constant. The exponent has been scaled to
place the vortex center at y/d = 1/2; thus

v = 2A u ( )2 e 4yz/d2 cos(2,,) (2)

w'- ' _ 2A I u y )e4y2 /d4y Y,- e - sin(2Tr ) (3)

ay 7T d Td d

I take the remaining component of the secondary motion as

u' B Y e-4 2 d  cos(2 z-) (4)

U = - B ud(

In dimensionless form, the rms fluctuations are

+ '  B y e4y2/d&; (5)

21 (y) e

v = 2- A e-4y 2/d2  (6)

Sdw A +_Y- 11-4 XP e-y d2  (7)

and the contribution to the stress is

+ 3 e.8y 2/d 2

: AB , (8)
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where u 'u) 2/u, T+ = / 2 , d uTd/v , + = uX/V, etc.

These equations have been designed to have the proper y-dependence to
leading order as y - 0. They express u+ ', etc., as functions of
y = u y/v and of four dimensionless parameters. which I take to be d+
X+, and the two (positive) amplitudes A and B. I determine these by
the four conditions

(a) A+ = 100;

(b) u w - 2.75 as y+ - 0, from the data of Fortuna
and Hanratty (1972) and Py k1973);

-+ 1

(c,d) u and du+ /dy+  match Spalding's sublayer profile
(1961) at the maximum in T+ .

Conditions (c) and (d) require evaluation of the mean streamwise momentum
equation,

T Pu =-pu'v' + 1j du (9)Tw  LPUT

Substitution for u Tv' + from (8) gives

....  (L)3 e_8y 2/d2du+ i - AB (10)
dy+

and integration gives

- y - 12 - (1+ 8 ) e-8y2/d (11)

As mean sublayer profile I take Spalding's implicit formula,

+KU -+ 1 f +2 1 -+)3y = u + e( 2 U (KU) , (12)

which also has the proper y-dependence to leading order as y - 0. With

K = 0.41 and c = 5.0, the four parameters are found to be

100;

d+ = 33.7;

A = 2.76;

B 14-3.
-+ +1 +In the figures below, the distributions for u , u , T , etc. obtained

from this model are shown as dotted lines. The rms fluctuations turn out
(as planned) to bear a reasonable resemblance to the eigenfunctions cal-
culated by Smith (1955, second method) for Gbrtler instability of a
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Blasius boundary layer on a curved wall.

EXPERIMENTAL EVIDENCE

A search of the experimental literature has turned up about 50 papers
(listed in the adjacent table) which contain information about velocity
fluctuations in the sublayer. The information in question is displayed in
Figure 1 for the case of the circular pioe, the rectangular channel, and
the boundary layer at constant pressure. Large discrepancies are common,
and I have therefore indicated by line weights the weight which I give to
the data in each instance (this judgment refers only to the circumstances
of skill and luck which may have attended the difficult measurements in
the sublayer, not to other results of the research in question).

+1
The streamwise fluctuations u in Figure 1 usually have a definite

maximum at about y+ = 15. Figure 2 shows the value of this maximum plot-
ted against 5+, where 6+ = uT6/v is based on pipe radius, channel
half-width, or estimated boundary-layer thickness. No clear influence of
Reynolds number appears in the figure. What does depend on Reynolds
number is the value of u+' outside the sublayer (say at y+ = 50),
relative to the maximum near y+ = 15. This relative amplitude, shown in
Figure 3, appears to increase steadily from about 0.6 for 6+ near 102
to about 0.9 for 6+  near 104.

I also have some experimental evidence of my own. Figure 4 is a

photograph taken by Brian Cantwell of the sublayer of a turbulent bound-
ary layer as viewed from below (Cantwell, Coles, and Dimotakis 1978).
The visualization technique uses a very dense, almost opaque suspension
of aluminum flakes in water. The flow is from right to left. The
Reynolds number u 8iv based on momentum thickness is estimated to be
about 1100; the sullayer scale X+ (measured by an optical correlation
method) is about 85; the depth of view is about 15 in wall units.

The photograph confirms an implicit observation by Kline et al.
(1967), that sublayer streaks or vortices are present everywhere beneath
a turbulent boundary layer. The photograph also illustrates the mixture
of order and disorder which confronts an experimenter or analyst attempt-
ing to classify part of the motion in the sublayer as coherent.

Figure 1 (opposite). Collected experimental data for velocity fluctua-
tions and momentum transport in the sublayer. The dotted lines represent
the model flow defined by equations (5)-(8), with X+ = 100, d+ = 33.7,
A = 2.76, and B : 14.3. For references and other information about the
experiments, see the table.
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COLLECTED EXPERIMENTAL DATA

Author Date Reference Flow

AlSaji 1968 Ph. D. Thesis, Univ. Utah b. layer
Andersen et al. 1972 Stanford Univ., Rep. HMT-15 b. layer
Bakewell and Lumley 1967 Ph. Fl. 10. 1880 pipe
Blinco and Partheniades 1971 IAHR J. Hydr. Res. 9, 43 flume
Blinco and Sandborn 1973 3rd Rolla 3ymp., 403 flume

Bogar 1977 Ph. Fl. 20, No. 10/I, S9 b. layer
Bremhorst and ',4alker 1973 J. Fl. Mech. 61, 173 pipe
Clark 1968 J. Basic Eng. 900, 455 channel
Coantic 1966 Thesis, Univ. Aix-Marseille pipe
Comte-Bellot 1965 Pub. Sci. Tech. No. 419 channel

Eckelmann 1974 J. Fl. Mech. 65, 439 channel
Elena 1977 I. J. Heat Mass Tr. 20, 935 pipe
Grass 1971 J. Fl. Mech. 50, 233 flume
Gupta and Kaplan 1972 Ph. Fl. 15, 98T b. layer
Hanjalic and Launder 1972 J. Fl. Mech. 51, 301 channel

Heidrick et al. 1971 2nd Rolla Symp., 149 pipe
Hussain and Reynolds 1975 J. Fluids Eng. 971, 568 channel
de Iribarne et al. 1969 Ch. Eng. Prog. (S65, 91), 60 pipe
Karpuk and Tiederman 1974 2nd LOV Workshop II, 68 channel
Khabakhpasheva 1968 Heat Mass Tr. in B. L. II, 573 square pipe

Kim et al. 1971 J. Fl. Mech. 50, 133 b. layer
Klebanoff 1954 NACA TN 3178 b. layer
Kreplin 1976 Mitt. MPI/AVA Nr. 63 channel
Kudva and Sesonske 1972 I.J. Heat Mass Tr. 15, 127 pipe
Lau 1977 M. S. Thesis, Univ.-llinois pipe

Laufer 1950 NACA TN 2123 channel
Laufer 1953 NACA TN 2954 pipe
Liu et al. 1966 Stanford Univ., Rep. MD-15 b. layer
Logan 1973 3rd Rolla Symp., 91 square pipe
Milliat 1957 Pub. Sci. Tech. No. 335 channel

Mizushina and Usui 1977 Ph. Fl. 20, No. 10/II, SIQO pipe
Morrison and Kronauer 1969 J. Fl. Mech. 39, 117 pipe
Nicholl 1970 J. Fl. Mech. 40, 361 b. layer
Orlando et al. 1974 Stanford Univ., Rep. HMT-17 b. layer
Patterson et al. 1977 Ph. Fl. 20, No. 10/11, S89 pipe

Pennell et al. 1972 1. J. Heat Mass Tr. 15, 1067 pipe
Perry and Abell 1975 J. Fl. Mech. 67, 257- pipe
Powe and Townes 1971 2nd Rolla Symp., 123 pipe
Reichardt 1938 Naturwiss. 26, 404 channel
Reischman and Tiederman 1975 J. Fl. Mech. 70, 369 channel

Rollin and Seyer 1973 3rd Rolla Symp., 56 pipe
Rudd 1972 J. Fl. Mech. 51, 673 square pipe
Runstadler et al. 1963 Stanford Univ., Rep. MD-8 b. layer
Schildknecht et al. 1975 4th Rolla Symp., 56 pipe
Sherwood et al. 1968 Chem Eng. Sci. 23, 1225 pipe

Smith 1962 Sc. D. Thesis, MIT b. layer
Ueda and Hinze 1975 J. Fl. Mech. 67, 125 b. layer
Van Thinh 1967 C. R. Acad. Sci. A264, 1150 channel
W'eissberg and Berman 1955 Proc. HTFMI (UCLAT--aper 14 pipe
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u v w Technique Method for u- Remarks

x 730-1020 hot film Clauser plot blowing
X 850 hot wire -CUv-r + 4du/dy mass transfer, Go/dx

x 250 hot film dp/dx? correlations
x 490-1600 hot film handbook roughness
x x x 230-1100? split hot film (dc/dy)w

x x x ai00 not wire Clauser plot joint pdf of u,v
x x x 1100 tandem wire dp/dx? spectrum of uv
x x x 650-1700 hot wire (du/dy)w
x 1100-8000 hot wire dp/dx
x 2400-8100 hot wire dp/dx

x x x 140,210 hot film (dg/dy)w  thick sublayer
x 920? hot wire dp/d__ heat, mass transfer

x x x 420 bubbles -Pu'Lvi + idu/dy rougnness
x x x 770 hot wire Clauser plot
x 850 hot wire Stanton tube one rough wall

x 700-2600 hot film dp/dx?
x 650-1500 hot wire dpLdx vibrating ribbon
x 160-520 photolysis (dzi/dy) ?
x 220,400 LOV (dU/dy)w
x x 200-900? particles dp/dx? - polymer

x x x 270? bubbles Clauser plot bursting
x x x 2800 hot wire .-5771 + udU/dy energy balance
x x 200 hot film (du/dy)w  thick sublayer
x 180 hot film dp/dx heat transfer-
x x 520,850 hot film dD/dx polymer

x 520-2300 hot wire (dU/dy) energy balance
x x x 1100 hot wire dp/dx energy balance
x 320 hot wire Clauser plot roughness
x x 570 LOV dp/dx oolymer
x 910 hot wire (d-u/dy) diffuser

w

x 330 LDV dp/dx polymer
x 770-3700 hot wire dp/dx? cross spectra
x x 150,220 hot wire dS/dx? stratification
x 490 hot wire -Qu'V + udu/dy suction, dp/dx
x x 170-1070 split hot film dp/dx polymer

x 110-560 hot film Blasius law
p x 1600 hot wire Clauser plot similarity

x x x 4000? hot wire dp/dx roughness
x x x 410? hot wire dp/dx
x 300-780 LDV Clauser plot polymer

x x 1100 bubbles do/dx polymer
x x 320? LOV dD/dx polymer
x 400-900? hot film (du/dy)w  flow visualization
x x x 500 hot wire dp/dx suction

x x 260-1400 particles dp/dx

x 290-870 hot wire de/dx blowing
x 500,1300 hot wire (du/dy)w
x 1700 hot wire Preston tube
x 1500-3900 hot wire dp/dx suction
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Figure 2. The maximum value of the streamwise fluctuation u+ in the
sublayer as measured (usually) at about y+ = 15. Crosses, boundary-
layer flow. Rectangles, channel flow. Circles, pipe flow.

I.I

U"4 ma3x C3

Figue 4(oposit). isuliztionof ublyerflow using a dense suspen-
sion of aluminum flakes in water (photograph courtesy of B. Cantwell).
The flow is from right to left and is viewed horizontally through the
vertical +glass side wall of a rectangular channel. Only the motion below
about y~ = 15 is visible. The sublayer area photographed is about 28cm
by 57 cm. A mirror is mounted above the channel at 450 to include a view
of the motion in the free surface.
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DISCUSSION

The essence of the present model is expressed by Figure 5. At the
left, the mean model profile is compared to Spalding's formula (the solid
line) and to its linear and logarithmic asymptotes (the dashed lines).
The model flow should only be taken seriously below the matching point at
y+ = 3' d+/4 = 14.6, because in the model the transport mechanism above
this point reverts to a purely viscous one, whereas in the real flow the
mechanism must shift to transport by other kinds of fluctuations. In the

-' center of Figure 5, the rms fluctuation u+' for the model is compared to
a hypothetical fluctuation profile (the solid line) representing a con-
census of the experimental data in Figure I for flow at intermediate
Reynolds numbers. At the right in Figure 5, the constant total stress is
divided into conventional laminar and turbulent components by the solid
line, and the turbulent component is further divided into a contribution
from sublayer vortices (the dotted line) and from other fluctuations (the
dashed line).

The flow visualization in Figure 4 suggests that the model vortices
may be energetic enough to encounter a second instability (well known to
students of circular Couette flow) which leads to a varicose, doubly-
periodic pattern traveling in the direction of the outer flow. The main
message of Figure 4, however, is that the model vortices, if they exist,
are being rudely knocked about by outer turbulence of larger scales. I
therefore see little point at present in exploring the jungle of measured
correlations, power spectral densities, and celerities for the sublayer.

50

SPALDING

..I'""..." ....... / "..... / - /

/ /

0
0 5 _ 0 15 0 I 2 3 0 1U+ U+ T

Figure 5. The essence of the sublayer model. At the left, the mean-
velocity profile for the model (dotted line) is a good fit to the
Spalding profile (solid line) out to about y+ = 15. In the center, the
observed fluctuations u+' (solid line) are resolved 4 nto a model com-
ponent (dotted line) and a statistically independent auter component
(dashed line). On the right, the shearing stress is similarly resolved.
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It is not that I doubt the Reynolds averaged equations of motion; I only
doubt that these equations are informative about structure unless used
with great caution. Using great caution, I propose to draw one quantita-
tive conclusion from the measured mean and variance of the flow field near
the wall.

Note in Figure 5 that T is fully accounted for by the model out to
y+- 15, but u ' is not. From Equations (2) and (4), the correlation

R = - u'v' (13)(- U-, ),- 
,:)

for the model is identically equal to unity, whereas measurements by
Eckelmann (1970) show a nearly constant correlation of 0.4 in the lower
part of the sublayer (I am aware that measurements by Kutateladse et al.
(1977) dispute this result; I assume for the purposes of the argument
which follows that Eckelmann's data are reliable). The discrepancy in
correlation seems to be of one piece with a proposal made by Townsend
(1961), and later developed by Bradshaw (1967), that flow near a wall can
be divided into an active and a passive component. The test is not the
fluctuation level but the contribution to momentum transport. A coherent
version of this idea therefore suggests itself for application in the
lower part of the sublayer.

Suppose that the fluctuations in the lower sublayer have an active
part u', v' (given by the model; perfectly correlated; R' 1 1) and a
statistically independent passive part u", v" (associated with damping
at the wall of outer eddies of larger scale; uncorrelated for y+ < 15;
R" = 0). When u' and v' in the definition (13) are replaced by
u' + u and v' + v" and the combined correlation is taken as 0.4, it is
found that

[ + + Jk (v=6.25

Given Figure 1, rouh guess as to values which are consistent with this
condition is u+ /2, v+" = 2 v+'. In other words, about 80 percent
of the u-energy (and of the w-energy, pending clarification of condition
(b) for the model flow), but only about 20 percent of the v-energy, is
accounted for by the model. The dashed curve in the center part of Figure
(5), calculated from the difference in variance for the other two curves,
seems a reasonable estimate for the contribution of the outer flow to the
measured rms fluctuation u+', at least for y+ < 15.

The discussion so far is based entirely on the concept of Reynolds
averaging, which discards all phase information and thus all structural
information. There is ample experimental evidence that fluctuations in
the sublayer are bimodal, or at least non-Gaussian, and that the Reynolds
stress - u'v' in particular is highly intermittent close to the wall,
with a flatness factor many times larger than the Gaussian value of 3 (e.g.,
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Gupta and Kaplan 1972). This property must bo important for understanding
the mechanism which creates and maintains the suDlayer vortices.

* Brown and Thomas (1977) favor the Taylor-Gbrtler instability mechan-
ism and attempt to estimate directly the curvature of mean fluid
trajectories. I think this attempt is premature, but I am willing at
least to estimate, using properties of the average flow, what curvature
is required. Like Brown and Thomas, I take as point of departure my
linearized stability criterion 2

L> = -V 2 /L' (Coles 1967). This cri-
terion says that at the stability boundary the mean angular velocity W
and the mean vorticity must have opposite signs, and that the geo-
metric mean of their periods must be of the same order as the diffusion
time L2/v, where L is some suitable fraction of the vortex scale d.
Here I take W = U /r, with Is a characteristic sublayer velocity (at
the matching point, say) and r the unknown mean radius of curvature.
From Equation (10), I take ( = - (i - Tmax) U2 /v. Then the Taylor
number can be written

T : : i- max~ U r+
+ + 4-d4+ + 33.7 ibti

Taking T = T: 1708, +r = 0.71, u = 10, and d+  33.7, obtain
the estimate c max

+ u~c
r - 4400.

In Figure 4, for example, this estimate implies a value for r about
eight times larger than the boundary-layer thickness 6.

It is not enough to show that this curvature actually occurs in the
sublayer. The maintenance of finite vorticity is almost certainly a non-
linear effect. In circular Couette flow, for example, the amplitude A
of the secondary motion is governed by the Landau-Stuart equation (e.g.,
DiPrima and Rogers 1969),

dA = aA + A1 , (15)

At this meeting, Hatziavramidis and Hanratty have proposed a non-linear
model in which the longitudinal vorticity in fixed sublayer cells is
caused to oscillate in strength and direction by an outer boundary con-
dition which specifies a substantial part of the line integral defining
the circulation. As long as this boundary condition is not justified
a priori, such a model stands on the same uncertain ground as the model
discussed in this paper.
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where a is a negative constant. Close to T = T the linear amplifi-
cation factor 7 varies like T - Tc . For an ini ial-value calculation
with fixed (T - T ), therefore, the final steady-state amplitude is
either (-a/:)' or zero. In a real sublayer flow the Taylor number T
varies in time and space about a mean value which is manifestly not Tc,
but zero. It is therefore implicit in the Taylor-G6rtler model that T
must not only reach Tc but must exceed it by a very substantial amount
during part of each cycle, to overcome the fact that the vortices decay
during the remainder of the cycle (one analogy which comes to mind is that
of a child pumping a swing). Since dA/dt must also have essentially_
zero mean, the real issue is the combined effect of excursions in L, r,
and L on the local Taylor number T and thus on u in Equation (15)
or in some more relevant equation. Unstable excursions presumably occur
when high-speed outer fluid moves close to the wall, over-running and
thinning the sublayer and maki.ng fluid trajectories locally concave out-
ward over an area largeenough in the spanwise direction to include at
least several pairs of sublayer vortices. I doubt that this issue can be
resolved without a specific model for the large-scale motion in the outer
flow. In any event, the non-linear mixed Eulerian-Lagrangian two-timing
problem epitomized by Equation (15) is a formidable obstacle to progress.

In summary, to keep the sublayer vortices energized, the Taylor-
Gbrtler instability must occur intermittently. It must involve a close
approach to the wall of high-speed eddies which are not necessarily of
outer scale, but are probably at least one order of magnitude larger than
the sublayer-vortex scale (perhaps the same eddies which are responsible
for the success of the mixing-length theory in accounting for the logarith-
mic mean profile). At large Reynolds numbers, therefore, it is a major
cdifficulty in the Taylor-Girtler model that local instability regions
might become numerous in the signature of a single large outer structure.
The intensity of the sublayer vortices should be highest at the end of
the energizing process. The energizing process itself should be accom-
panied by a moving local maximum in the stress at the wall, as argued by
Brown and Thomas. Such a maximum should be readily detectable by a sur-
face element having a transverse dimension of 90 to 100 in wall units.
If this energizing process is what is called bursting, as I believe to be
the case, it becomes urgently necessary to consider how the arguments
given here should be modified so that bursting can scale on outer rather
than inner variables.

Whatever model and mechanism for sublayer vortices may eventually
prevail, I expect my conclusion to stand that it is necessary to divide
the transport mechanism near the wall into three components, as in Figure
5, rather than two. My own conjecture is that, for some reason, the
transport mechanism cannot shift smoothly from bulk or eddy transport in
the outer flow to purely viscous transport right at the wall and, at the
same time, satisfy the boundary conditions which have to be imposed on
the turbulence at the wall. To bridge the gap, nature has invented the
sublayer vortex structure. It goes almost without saying that further
studies of sublayer structure are best formulated in terms of factors
which directly influence this structure, such as roughness, heat transfer,
compressibility, mass transfer, longitudinal curvature, and especially
the presence of polymer additives.
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CItI TTEE 1: EQUATIOVS

AD HOC COMMITTEE REPORTS

COMMITTEE 1

Question: WHICH EQUATIONS OF MOTION ARE SUITABLE FOR PREDICTION
OF COHERENT STRUCTURE?

Spokesman: ELI RESHOTKO

During a lunch meeting of our committee there was universal
agreement contrary to the remarks of Hans Mark. We agreed completely
that the Navier-Stokes equations are the proper fundamental equations
for our investigation, and that since we are looking at scales that
are many times mean free paths we do not expect to encounter pheno-
mena that would require a higher order set of equations. We also
agree that to the best of our knowledge, no information on turbulence
which is useful to us, has been obtained from kinetic theory, at this

F .point.

A question was raised as to whether boundary layer equations were
adequate for certain kinds of description. If you think of the boun-
dary layer equations as stretching one dimension to get detail on
viscous effects, then that already puts a preferred direction into
a calculation, namely the direction normal to a wall. If, in con-
junction with turbulence studies, one finds that there are small
scale features which are aligned in such a manner that the scales are
not necessarily normal to the wall, then there are other directions
for which the viscous effects must be included. Eventually you are
driven to the Navier-Stokes equations if you want to introduce viscous
effects on structure which is evolving rapidly in directions other than
normal to the wall. So that as long as there is a preferred direction,
i.e. if you're phenomenon is elongated in the streamwise direction
near the wall, then perhaps the boundary layer equation will suffice.
But if you have small scale features which require resolution, then
ycJ probably have to go to Navier-Stokes equations. These comments
were motivated by Dave Walker's work where it looked like fronts were
developing which were steep in a non-normal direction to the wall, and
which could be better resolved using Navier-Stokes equations.

Our discussion was not meant to be necessarily practical, but
only to explore what are probably the most appropriate sets of equa-
tions. For example, it may not be practical for Dave Walker to do cal-
culations using the Navier-Stokes equations, but we only wanted to
point out that better resolution for his phenomenon might be obtained
using the Navier-Stokes equations.
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The Committee was formed in response to Martin Landahl's presenta-
tion in order to attempt to decide which equations he was solving and
what was relevant. Landahl's method essentially involves boundary
layer equations. In fact, he is looking at an inviscid stability equa-
tion that is entirely contained within unsteady boundary layer consid-

erations. Our intrepretation is that this approach could predict the
general shape of a phenomena as long as small scales are not involved.
However, once you want to obtain small scale details on velocities
and pressure fluctuations, then you again have to resort to a Navier-
Stokes formulation or derivative thereof, including all the longitudi-
nal variables.

COMMITTEE 2

Question: WHAT IS UNIVERSALLY UNDERSTOOD REGARDING TURBULENT
SPOTS?

Spokesman: C.W. VAN ATTA

Our committee met two or three times over the past two days.
There was a rather small group, about five or six usually, and the
main combatants were Donald Coles, Bob Falco, and Israel Wygnanski,
in alphabetical order. The main kibbitzers were myself, Mark Morokovin
and a couple of other people. Our discussions can be broken down into
two areas: 1) The things we agreed on, and 2) What we decided were in-
teresting things to look at. This latter point led immediately to a
series of experiments that should be done, which was probably the main
contribution of the committee.

What do we agree on? We agree that we do not know what causes
spots to grow linearly which leads to a number of interesting possi-

ble experiments to carry out which I will get to in the last part of
the report. There was general agreement that the mean velocity pro-
files which are measured in the middle of single spots, in the tandem
spots, and in Cole's synthetic boundary layer seem to look very much
like that of a fully developed turbulent boundary layer. In addition,
many of the correlations appear similar to the boundary layer as well.
And as the spot goes by, a lot of the main features of the flow field
look similar to what you might see in the bulges. This has been well
discussed in the literature already so I won't go into any details on
that.
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The vortex, if it exists, is very flattened and elongated in the
x direction. As Wygnanski pointed out yesterday, this means that it
probably turns over maybe once or twice at most during its entire
lifetime. It's a very weak, flattened motion, It doesn't appear that
way in most of the common methods of presentation which employ non-
linear or non-symmetric axes, but the vortex is actually very flat.

One important conclusion we reached last night was that the CCD
picture (the Cantwell-Coles-Dimotakas picture) [See discussion of Walker
paper, Ed.] is inconsistent with rapid transport away from the wall.
In dye pictures and in aluminum pigment pictures, fluid appears to move
up and away from the wall very quickly. Let me just refresh you on
what is observed by CCD. Now the main entrainment is at the back of
the spot, but if you observe the mean stream lines in the CCO spot,
there is no way that the fluid can get rapidly out into the main body
of the spot. This is because the fluctuations in the spot are on the
same order as the total velocity difference from the boundary to the
main stream. And these fluctuations are the things which really trans-
port the momentum very quickly. However, when you draw the mean stream-
lines from an ensemble average, you don't see the fluctuations and you
get the false impression that everything is nicely organized the way
it appears in the CCD spot. What do you do to retain the information
regarding fluctuations leads to a number of other experiments which I'll
discuss in a moment.

What the above discussion leads to are important experiments which
need to be done. Bob Falco suggested we add the hair back onto the vor-
tex. Don (Coles) called it a hairy vortex a couple of years ago and
proceeded to denude it into the CCD spot, removing all the hair so it's
a bald vortex. How to put the hair, i.e. it's transport mechanisms,
back on it, is not really clear. One way would be to try to examine the
Reynolds stress field throughout the spot, and it's not clear how to do
that. Wygnanski doesn't like the idea of determining fluctuations by
means of ensemble averaging, and I guess that's why no fluctuation data
appear in his papers. So how do you define the Reynolds stress field,
and the transport field in the spot and relative to what?

The next experiments that were suggested are connected with the
way the spot grows. We don't know why it grows the way it does, so we
should try to place some external conditions on the spot which will
make it grow differently. We should make these as strong as possible
and try to force the spot into another mode, which it may like or dis-
like. Several possible experiments which would examine a spot in a
negative pressure gradient were suggested. The first was to examine
what would happen to a spot in a boundary layer subject to a nega-
tive pressure gradient. Perhaps this spot could be kept invariant
in size in one direction or another. Now, to keep it invariant in
size, another possibility might be to use a wedge flow with the boun-
dary layer thinning because of a favorable pressure gradient. What
Will the spot do? Will it get smaller in the axial direction? And

478



C01i.:TTE E SPOTS

what will it do laterally if it does that and so on? It is inter-
esting to speculate on. Those then are two pressure gradient type ex-
periments.

Wygnanski pointed out that there is a lot of information about puffs
in three-dimensions in pipe flows and there's a lot of information about
spots in three-diimiensions in boundary layers. He suggested that an in-
termediate type of experiment be performed where you have essentially a
puff with two-dimensional boundary conditions between two parrallel walls.
Thus, this third type of experiment would try to bridge that gap in our
understanding.

A fourth experiment is closely related to the third, and is an ex-
amination of a two-dimensional spot in a laminar boundary layer, which
Don Coles has been talking about for a year or two. Coles found one
accidentally and he feels he could possibly generate one artificially.
When Coles fired off his little disturbance generators all at the same
time, he found one spot which traveled down the plate and grew as a
two-dimensional spot. It is turbulent in the spot and it would be very
interesting to examine the stream-lines within the spot. It would re-
move the mean three-dimensionality in an ensemble sense and that might
help in developing some understanding.

Then there are a whole group of experiments that would be possible
on spot interactions. There is general disagreement with the idea of
Elder that the spots don't interact strongly, because several people
have already observed a number of times that when the spots get close
together they do influence each other. They don't just grow linerally
right into each other. The boundaries start to pull back and they
behave differently in a crowd. You can interact spots in many ways.
You can build a cross-beam experiment like a nuclear physicist would
do or you can do it in a more general fluid mechanical way. I just
think I'll leave it at that, interacting spots.

Another area that is somewhat different - say experiment number
6 - would be to examine the effects of additives on spots, and that's
obviously connected with ideas on drag reduction. Apparently work is
beginning on this, but I haven't seen any results yet. These experi-

PM ments should be done in a boundary layer, but not on a thin water

table because the spots look different in a thin water table. The
experiments could probably be done in air, by adding something to
the air - dusty gas or whatever. Something should be done in an air
boundary layer, on a water table, and in a pipe flow.

Experiment number 7 is to redo the Gastor-Grant experiment, but
carry it out for a longer time. They put in a small disturbance which
produced beautiful waves which were mapped. The waves were two-dimen-
sional, but they weren't followed very far, and they weren't followed
long enough to see a spot form. Recently, Amini in Grenoble has
done a very similar experiment, but he pushed it a little too hard
and the spot formed a little too soon, so he didn't see all the in-
tervening waves. It would be good to do this experiment over again
and to get the full picture for the long development time.
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I added one of my own ideas on experiments which we didn't talk
about. The general focus would be the wave field around the spots.
There are waves behind, and there are probably waves underneath the
spot near the front. The waves behind have been seen now by three
people that I know of. Kaplan being the first, Wygnanski, and Hertenes.
Amini saw them in his work and I saw them recently in a heated spot with-
in a heated laminar boundary layer where they're very strong. So the
general idea would be to examine the waves, how important are they, and
what they do.

Discussion

Morkovin:

First of all, I think it's not too difficult to twist Gastor's arm
a little bit and I am willing to undertake the job when I visit him in
October. He does have the experiment going again in London with con-
siderably more detail and more accuracy. He showed me last year that
by simply turning up the amplitude of his disturbing spots he can
definitely see the early breakdown. Now, he was interested in the
experiment at that time, but first he wants to complete the mapping
of the present data he has.

A second item, with respect to two-dimensional spots. Those
two-dimensional spots have been observed in oscillating flows. They
are two-dimensional with a certain amount of zig-zag of the leading
edge and the trailing edge. The zig-zags are something on the order
of a couple of boundary-layer thicknesses; they are not uniform across.
I don't think the sparking would make it uniform all across anyway.
From the point of view of the size of the spot, they are definitely
much more two-dimensional than anything else. Some discussion of this,
although not in any detail, is in the Abramski-Fejer report on unsteadi-
ness in transition.

Van Atta:

How are the spots triggered?

Morkovin:

You have flat plates and the free stream oscillates plus or minus
10 to 20 per cent.

Van Atta:

But it's natural then in that sense?

Morkovin:

It's natural. You can roughen it up, if you want, but it's
natural.
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K1ine:

I wanted to mention that there is some data in the work of Johnston
and three of his students with the effect of Coriolis forces on tur-
bulence which is similar to the experiments you mentioned with regard to
accelerating flow. In these cases, we do see spots. That is, if
you visualize a flow in which you increase the Coriolis force systema-
tically from zero in a rotating channel,then one wall destabilizes the
other wall stabilizes. After a while you don't see anything on the
stabilized wall, but there is an intermediate region in which the
large eddies peeling off the destabilized wall move across and impact
the stabilized wall, creating spots. The spots are now in "a stabilizing
environment" and they have some of the properties you are looking for
and those movies exist.

Van Atta:

How do the spots decrease? Do they decrease?

Kline:

In some of the movies, they appear to decrease. The runs are re-
latively short so that they run out at the end of the apparatus. How-
ever, there is definite evidence in some of the scenes that the spots
are dying rather than growing. These are in the movies of Halleen and
Lezius who were students of Jim Johnston's.

Landahl:

Are the spots dying in size or in amplitude?

Kline:

Size. Amplitude was not measured. These were water flows.

Hussain:

As a non-wall researcher, I'm still confused by the relevance
of the spot that Wygnanski and others doing similar work find which seems
to be independent of the initial condition of the method by which they
are triggered. I would very mucn appreciate if someone could show
some connection between these spots and the eddies or the horseshoe
vortices that the visualization pictures seem to show.

Willmarth:

I don't think anybody's got any convincing experiment proposed
to prove that the spots are really important until they can show
that they cause turbulence production and Reynolds stress. No one
indicates that they're measuring that or that anybody is planning to
measure it. Everybody is just looking at things and talking. I
think they should measure uv.
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Brodky:

I would like to suggest just another experiment that is important
in biological fluid flow and that's the oscillatory flow which is some-
times associated with the aortic flow. Of particular interest is the
straight oscillation in a pipe or a boundary layer that even under
normal conditions would be turbulent. After you pass peak velocity,
you have a very rapid transition and generation of turbulence as you
begin to decelerate. What happens in this case has a great deal of
similarity, at least visually, to the sort of things that have been
observed in more steady flow. It's another type of experiment that
is very controlled because you can just oscillate back and forth and
look at that one segment over and over.

COMMITTEE 3

Question: WHAT IS THE RELATION BETWEEN VORTICAL STRUCTURES IN
THE INNER AND OUTER LAYERS, IF ANY?

Spokesman: JIM WALLACE

Our group met twice; once Monday night and again yesterday after-
noon. We had quite a large group that appeared Monday night, so I
don't really feel that it is necessary to go through and identify
all the protoganists, antoganists, and people who are more concillatory.
But let me go into the items on which we agreed and where there was
strong disagreement. We did this primarily the first time we met and
then yesterday we spent most of the time discussing what particular
kinds of experiments might help to resolve the disagreements.

We didn't universally agree on very much. What was agreed upon
was that there exists thin shear layers throughout the boundary
layer. There was no agreement as to where and at what point in the
dynamics of the boundary layer growth and development these thin shear
layers are important. Secondly, there exists visually observed and
probe measured flow structural elements which when pieced together give
a picture which is not inconsistent with an inclined and stretched
horseshoe vortex model. You can see that's a highly qualified state-
ment, because there was considerable disagreement as to whether
these are regularly reoccuring individual structures or simply an aver-
age picture. There was also considerable disagreement on whether these
structures exist over the entire boundary layer or primarily exist
only in the region near the wall. In addition, there was general
agreement that important coherent eddy-like motions have been recog-
nized in the outer region of the flow from visual studies and that
some of these are Reynolds number dependent and can be directly
associated with large Reynolds stress contributions for Ree less
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5,000. These eddies appear to be laminar-like vortex loops or perhaps
vortex rings.

The third statement that everyone assented to was that everyone
agrees that the mean features of the flow scale with u and , in the
outer flow region and with u and X near the wall, just from the
universal laws. There was considerable disagreement about what this
implies for coherent motions, ,articularly those near the wall, where
there seems to have developed over the last 8 or 9 years the idea that
these scale with the outer flow parameters. A number of people in our
discussion felt that this hasn't really been firmly established, and
that we haven't even established to everyone's satisfaction and agree-
ment what a burst is and what the bursting frequency is. So, we have
considerable disagreement as to what the implication of the univer-
sal scaling laws on frequency and periods of coherent motions near
the wall are. As you can see, it was a difficult job to put together
something that wasn't overly bland and yet that most people in the
group could agree to.

Let me go on to some suggested experiments which we discussed
in our second meeting. I felt that no truly critical experiments,
were suggested (i.e. experiments that in a unequivocal way, would
|esolve these disagreements). There were a number of useful sugges-
ions and I'll just go through the list. First, in order to help us

try to sort out the scaling problem, experiments should be done in
the boundary layer region where flow parameters (particularly stream-
wise velocities), seem to scale equally well with inner and with outer
flow parameters.

The second experiment, suggested by Prof. Kovaszny, would utilize
an array of hot wire probes - either probes that are sensitive only to
the streamwise velocity or even preferably multi-component probes.
Perhaps an 8 by 8 array would suffice to probe the area about y/S
of about 0.1. Such velocity information could be integrated using
Poisson's equation to study the effect of the velocity field on the
pressure field at the wall. Using some conditional analysis techni-
ques one could sort out which parts of the velocity field or what
parts in the phase of the velocity field are the primary contributors
to the pressure field at the wall. This data could subsequently be
tied to the coherent structure motion near the wall.

The third suggestion was really a cautionary note and not so
much an experiment. The experimenter should be careful to make sure
that the phenomena they investigate or the coherent structures that
they look at are Reynolds stress contributors. If they aren't, the
person who suggested this felt like they may not be terribly signi-
ficant to the dynamics of the flow.

Fourth, experiments to determine how a turbulent spot regenerates
itself in a turbulent environment should be done. We all agreed this
would be a difficult experiment to do, but one that certainly is necess-
ary if the relationship of turbulent spots to turbulent boundary layers
is ever to be firmly established.
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The fifth suggestion was that all experiments should be done at
higher Reynolds numbers to enable us to sort out the scales. At
high Reynolds numbers we get a wider range of scales and thus we
can more easily sort out the importance of scale and how we should be
properly scaling the phenomena.

The sixth suggestion is that two point vorticity component corre-

lation measurements should be made with the hope that these would throw
some light on the existence or non-existence of the horsehoe type vor-
tex structures that many people feel simply have to exist in the boundary
layer.

The last suggested experiment I have here is that visual studies
or visual techniques should, if possible, be automated, so that the
data obtained from the visual studies can be quantified to a much
greater degree than presently is done by tedious manual data reduction
from pictures. If they're automated than we can get some quantitative
information related in a clearer and better defined way to traditional
probe measurements.

Discussion

Kline:

I'd like to refer to the remarks I made in my paper about the
stages of bursting, where I use the word bursting to mean all of the
events or stages which comprise the bursting process. I think there
is a serious danger of confusion if we look for a frequency of "burst-
ing" because there are at least a number of different frequencies
which relate to "events" which occur in a turbulent boundary layer -
some which are related to the "bursting"process, but a number which
are not or are only indirectly related. This is distinctly tied to
a question which your committee has posed regarding how do spots
form the total turbulent environment. I do think that if we're
going to clarify these issues, and perhaps I'm repeating myself be-
cause I feel very strongly about this, we've got to determine the
frequency of occurrence of the overall burst process, which means
we have to identify the stage in which the lifted low speed streak
oscillates in both the side view and the plan view. We have got
to find the duration of the transition from oscillation to break-up
of the lifted streak, we've got to find the frequencies in the uv
content occurring during break-up, and we've got to find the over-
turning moment of the fluid during break-up. Those are things which
are askable and perhaps answerable questions. To say "the frequency
of bursting", I think will confuse us.

Wallace:

I thoroughly agree with you Steve (Kline) that what is needed
is precisely what your committee seems to have been working on. That
is, to clearly identify what phenomena it is you're attaching a
frequency to so that it can be compared to what other people are
attaching a frequency to.
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COMMITTEE 4

Question: WHAT ARE THE MAIN DISTINQUISHING FEATURES BETWEEN
DIFFERENT BREAKDOWN MODELS AND TO WHAT EXTENT ARE
THESE FEATURES MEASUREABLE?

Spokesman: STEPHEN KLINE

[Editors Note: The above question was addressed originally during
the workshop, with the subsequent committee report evolving into a

floor discussion moderated by Professor Mark Morkovin. Since the
issues raised during this discussion were many, none of which were
resolved to any substantial degree, the discussion of the question
was continued at a later, informal meeting in July 1978. At this
latter meeting, the transcript of the original workshop discussion
was reviewed and discussed. The general consensus was that the
original discussion offered little in terms of resolved issues
and might even prove to be misleading. A decision was made to

-s not publish the original workshop discussion, but to publish a
document summarizing the consensus of the informal July discussions
at which it was attempted to clarify the original issues raised at
the workshop. The following is that document as prepared by Pro-
fessor Stephen Kline, host for the July discussions.]

A number of workers at the workshop were concerned particular-
ly with three questions:

1. On what points do the major data sets on quasi-coherent
structures in boundary layers agree?

2. On what points are these data sets ambiguous or in apparent
disagreement, and how can these questions be sharpened so that
experiments can be performed to clarify the nature of turbulence
structure further?

3. What data might particularly assist workers trying
to form analytic or computer models of turbulence, and conversely
what can available theory suggest in the form of critical experiments?

The meeting at Lehigh began to clarify some of these questions. How-
ever they are sufficiently complex that much was left still undone.

Accordingly, a much smaller group of workers who have been
particularly active in taking data or creating models of turbulence
structure met at Stanford University for three days in late July, 1978,
to continue the discussions. Considerable further progress was achiev-
ed on questions 1,2,3 above, but the work still is not finished. It
is intended to continue these informal meetings from time to time in
an attempt to complete a picture of what is known in the sense of 1
above, and what might be useful experiments in the sense of 2
and 3 above.
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Because the results are unfinished and because consultation
with a number of workers who have made important contributions

*. has not yet occurred, these results are not being published at
this time. As consensus is reached on various points and clear
positions recorded on remaining questions, the results will
hopefully be published in a suitable proceedings or journal. In
the meantime, two pieces of preliminary work from the Stanford
discussions are attached for general circulation. The first,
Appendix A, is a set of nomenclature which may have some general
value as a starting point for further improvements. The intention
of this semantic exercise is to reduce, insofar as possible, certain
ambiguities that have become troublesome; for example, several
apparently disparate uses of the word "bursting". The second
result, Appendix B, is a recording of what seems to be implied
by the phrases: large-scale, small-scale, and medium-scale in
shear layers. It is believed that this set of scalings clari-
fies these ubiquitous terms considerably and also relates various
scalings in the literature to each other. It seemed to the workers
at the Stanford discussions that this set of scalings, worked
out on the second day, in fact answered several questions that
had arisen earlier in the meeting but had then had no answers.
Hence, these scalings may be of some general utility.

The remaining results are intended, for the present, to be
open but informal, that is, not publishedbut accessible to active
researchers who are willing to seriously review and comment. Such
individuals should write to S.J. Kline, who will make materials
available as they come into appropriate form. It will be some
months, at best, before materials other than the two attachments
reach such a form.

Appendix A

DEFINITIONS

I. Lagrangian Terminology

A. Streak: A high- or low-speed (relative to the mean) re-
gion in the linear sublayer, highly extended (aspect ratio
greater than 10:1) in the flow direction.

B. Low-Speed Streak Lifting: Outward movement of fluid in the
low-speed streak to a point outside the linear sublayer.

+

C. Linear Sublayer: y less than 7-10.

D. Streak Oscillation: Apparent amplifying three-dimensional
oscillation in side and plan view of a lifted low-speed streak.

E. Wall Scales: v/u TU.
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F. Mixing Region: Region after a breakdown in which chaotic
motions affect a large propagating region.

G. Breakdown: An abrupt event in which the streak oscilla-
tions terminate in the formation of a large region con-
taining a wide range of small scales.

H. Bursting: The set of processes beginning with the lift-
ing of low-speed streaks and terminating at the end of
the mixing region.

I. Quiescent Period: Period between bursting processes.

J. Visual Ejection (after Brodkey & Corino): Rapid motion away
from the wall of fluid that came from a decelerated recion
and penetrates into the log region. NOTE: The Stanford
group uses "ejection" to denote motion from linear sublayer
into the outer layers.

K. Visual Sweep (after Brodkey & Corino): Large-scale inward
motion of faster moving fluid, producing local accelera-
tion in the flow field.

+
L. Log Region: y greater than 30-40 but less than wake match-

ing point.

M. Compact Vortical Flow Structure: A compact, coherent, three-
dimensional, ring-like structure observed in the outer region
of the turbulent boyndary layer having a characteristic core
diameter of about L - 100.

NOTE: This is called "typical eddy" by Falco, but the
name seemed to lack specificity for several attendants.

N. B A large-scale, three-dimensional structure which
dominates the visual appearance of the outer layer, with
scales of the order of the boundary layer thickness.

0. Valley: Region between bulges in which outer fluid penetrates
the average) boundary layer thickness.

II. Eulerian Terminology

A. Scale: Characteristic dimension of a recognizable flow
structure.

B. Coherent Structure: A confined region in space and time
in which definite phase relationships exist among flow
variables.
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Appendix B

SCALES

The following is the result of discussion on interpretation
of the usually undefined terms small, medium, and large scales.

In a turbulent boundary layer. we can use the following

associations:

Scale Size Math Expression Other Names

Large (or size of apparatus, which- Integral Scale
ever is smaller)

Medium 50 < Zu /V < 300 Taylor Microscale

Small I < iu /V < 10 Kolmogorov Scale

(Note: Motion of scale Zu /v < 1 dies rapidly, owing t3 viscosity.)

characteristic size of coherent motion, u. T/Q.
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PANEL DISUCSSION

Panel Member: DR. BRIAN QUINN, AFOSR

T'm going to start off with some things that have absolutely noth-
ing to do with this conference technically, but which attempt to put
this conference in the perspective of a much larger national effort
(figure 1). This figure shows what is about an 8 1/2 million dollar
investment on the part of the Federal Government in turbulence. This
is a very conservative figure. This is an annual investment and it's
an investment only in basic research, which in the Department of De-
fense we call 6.1 research. These are figures that are not easy to
come by. It takes a lot of work on the part of several people to
determine for example what these figures ought to be, and I'll
indicate just how conservative they are. When we asked Dennis Bushnell
what the figure for Langley ought to be, he said about 1.5 million
dollars. The 1.3 million figure that you see up there reflects a
figure that I got from Carl Scrank, at NASA Headquarters, who also
provided me with the NASA-AMES figure. Both Dennis and Carl pointed
out that there are other activities at AMES and Langley, and even at
Lewis, that you could relate to turbulence, but which are not reflected
in these figures. For example, both Air Force and the Navy support
other activities under what's called 6.2 or exploratory development
funds that relate to turbulence and which are not indicated in figure 1.
I repeat that these figures primarily reflect basic research, the
type of thing which we have been talking about for the last two days.
The Navy figure came from Mort and Ralph Cooper, George Lee provided
the NSF figure, and my good friend and former colleague, Jergen Birk-
land gave me the DOE figure.

Let's examine the Air Force contribution, that three million
dollars that you see up there. Figure 2 indicates how the Air Force
6.1 orogram in turbulence is broken out. There are essentially two
players: AFOSR and the laboratories. Now, there are four columns
of figures. The first on the left is the AFOSR figures in those areas
which I've indicated. The second column is the amount of money that
the laboratories, primarily the flight dynamics laboratory, ire spend-
ing on contracts. The third column is the amount of money in FY 78
that the flight dynamics laboratory is spending on in-house activities.
Some of this is Will Henke's research on modeling and computation and
some of it includes the work being done in the high Reynolds number
facilities on aspects of turbulent boundary layers. These four numbers
then add up to the figure on the far right.
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ESTIMATED

NATIONAL FY 78 INVESTMENT IN

BASIC TURBULENCE RESEARCH

-NASA
Langley 1.3
Ames 0.7

-DOD
Air Force 3.3
Navy 1.0

-NSF 1.2

-DOD 1.0

$8.5 M

FIGURE 1.

AIR FORCE FY 78 RESEARCH (6.1) INVESTMENT

IN TURBULENCE

AFOSR LABS TOTALS
CONTRACTS IN-HOUSE

Modeling & Theory 460 45 - 505

Experiments 1217 - - 1217

Instrumentation
and Diagnostics 284 67 - 351

Transition 319 45 68 432

Correlation and
Engineering Computa-
tion 439 22 316 777

TOTALS $ 2719K $179K $384K $3282K

FIGURE 2.
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Let's focus first on the left-hand column, the AFOSR contribution.
You notice we have a lot more money invested in experiments than we
have in modeling and theory. That's no accident; we planned it that
way. That might change around in five years if good results come
from the experiments and we feel that modeling can be improved as a
consequence of those experiments. However, right now we're focusing
on and encouraging experiments, but trying to keep some theoretical
balance. We're trying to also keep some balance in what it takes to do
those experiments, i.e. instrumentation and diagnostics. We're advanc-
ing that area not so much in the area of basic turbulence, but in the
area of turbulence of combusting mixtures, where there's reacting flows
and heat addition.

This should give you a feel for our program of basic research
in turbulence. Now why is the Air Force investing 3 million or more
dollars a year on turbulence? In his opening remarks, Hans Mark in-
dicated that all you have to do to understand why is live through one
compressor stall in a fighter aircraft. I doubt if more than two or
three people in this room have ever had that experience and it's more
an emotional experience than anything else - it can be terminal
(laughter). However, most of us in this room have made calculations
of drag and you're all probably aware that between 50% and 60% of the
drag on a large air transport comes from skin friction. Thus, under-
standing turbulence in a way such that we can control skin friction
represents a considerable saving, as well as advancement of technology to
the Air Force. With respect to drag, we want to get rid of turbulence,
but in another respect, we want to augment turbulence. We need more
turbulence, for example, in combustors. We've got to mix fuel and air,
but we've got to be careful how we do that. That is an example in
which we want to increase turbulence. In each case above, we want

to control turbulence.

We also want to do a number of practical things with turbulent
flows, like diffuse them with compact short diffusers. You may or
may not be aware that the thrust to weight ratio of turbo jet engines
continues to climb very quickly. One way that's happening is by in-
creasing the mass flow through the engine. What that's doing is in-
creasing the Reynolds number and flow velocity upstream of the com-
bustor, so that diffusion of that very mixed up, messy turbulent flow
in a short distance is becoming a severe problem.

We also would like to improve the loading or the performance of
compressors, whose blades are being bathed by the vortices and the
wakes of upstream rotors. Stage pressure ratios are rising. They
seem to be assymptoting. We don't know how to handle the full cal-
culations of the blade geometries or how to make even realistic repre-
sentation for that matter. The Air Force would also like to use
advantageously, the structure that exists in the deflected and highly
energetic wakes or jets which result from V/STOL devices. These en-
train a lot of momentum, they are representative of circulation, and
we would like to use that induced flow field.

491

kL.



PANEL: QUINN

So many of the things the Air Force would like to do with tur-
bulence it cannot do because it does not know how to control turbulence.
We don't know how to control turbulence because we don't have sufficient
knowledge of turbulence and of the large scale structures which we've
been discussing these past two days. But a good engineer doesn't wait
for knowledge. When Dr. Bevilaqua wanted to improve the performance of
thrust augmenting ejectors--compact, short ejectors--he didn't wait for
a symposium such as this to discuss ways of enhancing mixing. He just
went ahead with a team of others and discussed and worked with hyper-
mixing jets. He found ways to augment and amplify the streamwise vor-
tices in a free shear layer by improving the entrainment and promoting
mixing. He didn't wait for knowledge,he went out and did the job
based on intuition, feeling, and some analysis.

The Air Force is concerned with very real turbulent flows. The
point is that none of the things that the Air Force needs to do with
turbulent flows relates in any real, practical sense with flat plates.
Yet, in the last two days, I have seen nothing but flat plates. Where
are the pressure gradients, where is the roughness, where is the
strain? Are you aware for example, that the performance of a simple
two-dimensional, subsonic, straight wall diffuser is critically sensi-
tive to the orientation of the large scale structures of the shear flow
passing through it? I don't mean in the boundary layer, I mean going
right down the middle of the damn thing. It is.

There was a time, not too long ago when I worked for a living,
that I was less naive of turbulence than I am right now. That exper-
ience certainly lends appreciation for your desire to study flat
plates and understand a geometry which attempts to unify a rather complex
situation. But everybody? Are all students of turbulence so adverse
to risk? Are you younger men forever going to follow the ways of the
older fellows? Could it be, that the flat plate, the two-dimensional
constraint that we've been talking about, in some way inhibits our
ability to understand a process which is essentially three-dimensional
and time-dependent? What about other experiments such as corner flows
or certain diffusers? Where have the risk takers been the last few
days? For that matter, where have the risk takers been for the last
two years that we've been putting together this program?

Let me change horses for a moment and talk about some personal
things. This conference has been mighty refreshing. It's been in-
teresting and it's been a very educational interlude. Since I have not
worked in an area of turbulence for several years, you can appreciate
what I've just learned in two simple days. Professor Blackwelder,if my
notes are correct, for example, mentioned the strong analogy between
what we've been discussing and transition. So bear with me while I use
that analogy to organize some of the messages that I have received in
the past several days. Professor Falco is one of a growing number of
investigators who see large scale vortex-like structures in turbulent
boundary layers. He has sketched this in one of his articles.
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(a)

zk

(b)

* Figure 3.

Figure 3a is a transverse view of the flow which is going from left
* to right. When one is downstream such that the flow is toward you, Pro-

fessor Falco sees a structure indicated by figure 3b. These structures
are most pronounced, I understand, in the outer layers of the turbulent
boundary layer and, 'n fact, scale with outer variables. Leading down
toward the wall from these transverse vortices, are streamwise vortices.
Some people refuse to call them vortices, some people don't accept them,
some people call them instabilities, but there's something there that
goes down below the transverse eddy or vortex. These extend very far
down into the boundary layer to very small values of y+. However,
these streamwise vortices are not universally accepted.

Everyone agrees on the other hand, that some place in this process,
there is low momentum fluid which is expelled from deep within the
reaches of the boundary layer near the wall out into the outer reaches

P0 of the boundary layer. I think the verb to describe this was ejected
P and that sounds like jet, so if you'll excuse me in terms of my trans-

ition analogy, I'll think of a low momentum jet expelled normal to an
approaching stream, which is what we see in figure 4. This is an iso-
metric view with the flow from your right to left. The jet is ex-
pelled in the far righthand lower corner normal to this flow. The
fluid is water and the jet is water colored with a Meriam fluid oil.
The jet, when not in a cross-flow (we did that experiment, too), ex-
hibits a peristaltic instability which grows into ring-like vortices.
But when placed in a cross flow as shown here, it is not only kicked over
as you see, but developes a different structure. You can see the loops
of vorticity, if I can call them that, but the lower part of the loops
coalesce into stream-wise vortices. That's much more apparent in the
top view which is a projection down onto the wall. The streamwise
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view Professor Falco had in his article which appears in figure 3 ex-
hibited a typical kidney shape, which is what you observe in the flow
here as the water is coming out of the screen and toward you. This is
typical of jets in cross-flow. These patterns exist in all jets in
cross-flows. Figure 5 is one with which you are probably very familiar.
You can see the organization of these ring-like vortex loops into
streamwise vortices down near their base. I bring to your attention
the fact that here is another example of transverse vortices above
streamwise vortices. In fact, they are probably one and the same.
The picture remains the same of a very turbulent and large scale
flow.

Now you can understand that the Air Force would be expressly in-
terested in this previous phenomenon, if you were to stand on your
head, so that down would be up and recognize that this would also
represent the jet from a deflected engine exhaust. In figure 6 you
see the structure I alluded to earlier and you can understand how the
entrainment effect and the circulation which is bound in this thing
would be very important to V/STOL flight.

Let me pass on to something else that I learned in the last two
days. Professor Wygnanski in his paper, proposed that we re-

examine concepts which suggest that the flows forget quickly. That's
probably a good idea. In figure 7 we see the wake of a flat plate
and the generation of streamwise vortices in that wake at three differ-
ent Reynolds numbers. These are based on plate Reynolds numbers and in
terms of Re , they are from around 200 to around 400. These become im-
portant to %he Air Force because each of those things might be contain-
ing fuel in a combustor. If you had to burn that stuff or their really
fully turbulent counterparts, you might become concerned with whether or
not you were burning the fuel inside the elephant or only on the edges
of the elephant, and whether or not you were going to completely burn
that fuel by the time it reached the end of a very compact or short
combustor. Now to demonstrate how hardy these eddies are, we performed a
subsequent experiment in which we placed a plate into the wake of the
first flat plate(figure 8). This second plate was intended to destruct
those eddies, to cut them to ribbons, and so we raised the second plate
very slightly above the center line of the second and tilted it some-
what to provide a favorable pressure gradient on the top and an adverse
pressure gradient on the bottom. If you look at the photographs, you
can actually watch the boundary layer on the second plate grow by
observing the space between these vortex globs.

I have one final thing that I would like to talk about. At one
point during the discussion of Professor Smith's paper, Professor Brodky
alerted us to the effect of the experimental technique used on the
interpretation of the experiments, and Professor Nagib underscored this
concern with the photographs taken using his smoke wire. I'm going to
add my emphasis with a particular example shown in figure 9. At one
time we took a look at the development of a wall jet in transition.
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FIGURE 9.
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The wall jet issued right to left with the boundary wall below it.
The jet slot was about two inches high and we had two positions at which
we could inject smoke. In the top photograph the smoke is injected
well above the wall and in the lower photograph, the smoke has been
injected right on the wall. Notice that you see apparently two differ-
ent structures. In the top photo, you'd swear that the vortex was going
backwards, and in the bottom one, you'd swear it was going forwards.
In fact, there are two vortices there. There's one above and one
below because of the nature of the wall jet velocity profile. However,
had the experiment been done in such a way that one only saw one smoke
line, this would not have come to light.

I appreciate your indulgence in letting me explain why I'm here,
and why the Air Force is interested in turbulence and in turbulent
structures. I hope that it is clear that Colonel Ormand's turbulence
program is aggressively pursuing the questions of turbulence,and that
it is equally clear that AFOSR is not afraid of risk and, in fact, en-
courages risk. I hope that in my naive understanding of turbulence, I
have not confounded myself, and if that's the case, I request that
you write me and clarify my interpretations.
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Panel Member: PROFESSOR DONALD COLES, Cal Tech

1 first woke up to the existence of a crisis in the turbulent
shear flow business in 1971 at an AGARD meeting in London on Tur-
bulent Shear Flows, where there were clearly two types of researchers
present. There were the eddy chasers and there were the supersonic boun-
jary layer people, and they had almost nothing in common. In particular,
the eddy chasers had nothing in common with any of the analytical work
being presented there or most of it since.

Now crises can shake you up a little bit and make you rethink the
premises on which you work. One interesting exercise is to try to de-
fine the crisis while you are in the middle of it. I think you
can classify yourself as a forward or rearward member of the Army
carrying on the assault against turbulence by simply answering the
question of whether you are willing to stop thinking of mean flow
as real. Most of us old timers are highly predictable and I'm cer-
tain Peter Bradshaw will take a different view on this question from
the one I take. I think the prospect is good--frightening, but good--
that the concept of averaging can be moved one level down in the tur-
bulent shear flows in an attempt to describe what we all refer to as
coherent structures. You have noticed that these words coherent struc-
ture and big eddy and hairpin vortex and so on are being used in two
different and incompatible ways by two different groups of people.
One to refer to what's going on in the sub-layer and the other to refer
to what's going on in the outer flow; but as long as we understand that
that's happening it doesn't cause much trouble. It's possible for the
pendulum to swing too far, however, and I'm nervous about that. In-
stead of measuring simply mean quantities and thinking in terms of
Reynolds averaging, it is possible, I think, to move too far in the
direction of observing individual and perhaps not characteristic
events which occur in turbulent flows. The risk is highest in the
flow visualization business. The risk is very high that you accumulate
great quantities of numbers in which there is very little information
unless you are clever about extracting the essence of it. Now I speak
as a man who has been there. I think I probably hold the record
at the moment for the largest quantity of computer words generated in
any one single experiment. That number is 600 million words, and
believe me, that's a lot of words.

There's a possibility that we're not really doing what we think
we're doing. I'm reminded of the children's fairy tale about the
Emperor's new clothes. Here we are all standing around admiring
the Emperor's new clothes, and in the back a childish voice says
"but the Emperor has no clothes". It's quite possible that this
study of structure won't payout. The payout is on hard numbers or
on formulas capable of generating hard numbers. In the material pre-
sented here so far, there's a singular lack of hard numbers or
formulas capable of generating hard numbers. I think the attempt to
predict what turbulence research might look like in 15 or 20 years,
is something I undertake only with some trepidation. I already
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said my notion is that we're stuck with Reynolds averaging, even if
we could move it down one level and describe a watermelon or whatever
in terms of stresses that determine its structure and operational
transport mixing properties, and so on. We haven't really solved
any problems until we can somehow put those things together in a
simple way, not into large eddy simulations and things that take incre-
dible and unreasonable amounts of computer time. They have to be
extracted to the point where they're useful almost at the slide rule
level, I think, before we can consider that we've succeeded in anything.
That's the success that I think is very problematic.

The whole effort of resolving this crisis is going to have to be
very ambitious. Even if I knew that a turbulent spot was a prototype
eddy for a boundary layer, I agree completely that I am not serving
society if all I talk about is boundary layers at constant pressure.
I have to know what happens to the characteristic eddy under the
influence of all of the practical conditions that come up such as press-
ure gradients, three-dimensionality, roughness, mass transfer, and so
on. That's such an ambitious program, I'm sure I won't contribute that
much to it. I vascilate between the position that things are moving
much faster in this business than I expected and then I notice the lack
of hard numbers and decide that they are in fact moving slower than I
hoped. I will be interested in watching future events.

One of the disturbing elements of this revolution is that I
see no effort on the ari.-lytical side which is compatible with, and
comparable to, the effort on the experimental side. As far as I
can tell, nobody is thinking about how to describe a big eddy in a
way that anybody can use for anything. When I talk to people like
Philip Saffman and ask why he isn't thinking about this, his answer is
that I first have to prove to him that this is better than the old
stuff, and I can't prove that, So I sympathize with his position.

I'd like to make one more remark. We are all the victims at
any given moment of the state-of-the-art in instrumentation. I con-
sider that what is happening in the turbulence business now is the
first significant advance in development of ideas since roughly 1935,
when the original eddy viscosity approaches rescued people from
log log paper and power laws. That was a significant advance, I think,
and I'm sure they were excited about it. I think we're in the middle
of another one, and although I certainly can't describe it, I know I'm

*. excited about it. However, the instrumentation problem is severe. If
you remember in the 40's and 50's the contribution people made was
with hot wires and the measurement of spectra. There are thousands
of spectra published in the world's journals, and several dozen more
ambitious results refer to energy balances--that's the evaluation of
all the terms in the turbulent energy equation, i.e., the production,
the dissipation, the diffusion. Some of us had a part in some of those
and they were also singularly unproductive, because they just showed
that you could not separate out any small number of these processes
in any given flow and keep them in isolation. I think the computer
is leading us into the same kind of trap again. That now the problem
will be masses of data which are not necessarily productive enough,
and I've said already that I'm helping in that effort.
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I really hope that young people are coming along rapidly who
don'c pay quite so much attention to people like me. Crises are created
by the established people because the old methods aren't good enough, but
trey are resolved by new people. This has happened over and over in
Physics and Medicine and so on. Therefore, I hope you won't pay all
that much attention to what we tell you are the important problems or
the definitive experiments. If we're really right about that, then all
we have to do is go away and do our own definitive experiments. Further-
more, the old timers are too predictable. I think all of us who know each
other well, would agree. I'll pick Peter Bradshaw as an example. If I
ran into Peter Bradshaw at a meeting and he failed to call my attention
to tne impcrtance of the pressure-strain correlaticn, I think I would
inquire about his health (laughter). The rest of us are all the same
way. You've noticed that. If you haven't, why just ask somebody and
he'll tell you what the predictable thing is.
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Panel Member: PROFESSOR PETER BRADSHAW, Imperial College

I would like to reassure Don that I am still in good health and
I'm still interested in the pressure-strain correlation or at least
I'm still interested in the Reynolds stress transport equations. I'm
still interested in Reynolds averaging, because I find it difficult to
believe that we're going to be able to cook up calculation methods for
engineering use which use anything which is much more sophisticated
than Reynolds averaging. As far as I can see, it's going to be very
difficult to find any level of averaging between straight Reynolds
averaging and the sort of averaging which the large eddy simulators
like Bill Reynolds are using in which they simply model the small
scale structure and leave the large scale structure time-dependent.
Now we all know that it takes a lot of hours of computer time, and
although computational power may increase, and computational efficiency
may increase, I think we are going to be stuck with selling or trying
to sell calculation methods which actually use Reynolds averaging.

Well, I am not of course saying that the whole of this meeting
talking about instantaneous structures, conditional sampling and so
on has been a waste of time. I'm much too far from the exit to make
such an incautious remark as that. I do believe in conditional
sampling and it's usefulness, but I think that it's usefulness is in
the medium term, say the order of 10 years at least, is going to be
in helping us to formulate Reynolds Average models. That is, to get
a better handle on the physical processes which determine what goes on in
the Reynolds stress transport equations. For instance,we've already
had a mention this morning of the possibility of determining how the
pressure fluctuations and the pressure strain term behave by using condi-
tional sampling to find out what the eddies are doing.

I think the next stage and the question we ought to address our-
selves to as we sit waiting at the airport to get home is how we are
going to use the conditional sampling information to tell us more about
the simple things like turbulent transport of Reynolds stress, the
pressure-strain term, the energy cascade, and so on. I think there
are going to be cases in which higher order, or as Don (Coles) called
it, lower level averaging--averaging of more complication than Reynolds
averaging--is going to be useful. Combustion is one obvious example.
Paul Libby's work on the introduction of intermittency into shear
layer calculations has been mentioned already. Paul, of course, is
at least partly motivated by combustion. In general, I would say that
trying to plug in intermittency as a variable is going about it the
wrong way, because intermittence--I'm talking about the outer layer
interface intermittency--is a consequcnce of the large eddy structure,
the orderly structure or whatever, rather than a variable in its own
right. So if you understand large eddy modeling such that you could
model the turbulent transport terms and the pressure-strain term, you
could also model what the intermittency was going to do.
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The thing that I see as being perhaps most useful in modeling in
the next few years, and I've said this many times before, is the numeri-
cal simulations which Bill Reynolds and friends are doing, because they
can measure things that the rest of us can't. They can, in effect, do
a cuantitative flow visualization experiment to deduce whatever statis-
tics they want. 1 have an example of the usefulness of this. Yester-
day I asked Bill Reynolds for his pressure-strain correlation evalua-
tions and he showed them to me and they started me thinking rather
seriously what is going on in the viscous sublayer, and my thoughts
might conceivably lead to something. I'm not going to bore you witn
my thoughts, I'm merely indicating that Bills' results triggered some
thoughts and that the feed-back from modeling such as he has done
may set other people thinking as well.

I feel that the basic message that I'd like to put forward is
that we need a bit more motivation of the conditional sampling worktowards use in calculation methods. This, of course, is something that

Don (Coles) mentioned.

To address Brian Quinn's point that we're perhaps concentrating
too much on flat plates, I think we have to try and decide which of
the features that we're looking at are likely to be universal and,
therefore, worth studying in a universal basis. I'm going to upset
several people, I guess, by saying that I'm not convinced that it is
going to do much good in the practical world to worry about what
happens in the viscous sublayer, because in most calculations
methods, the viscous sublayer is probably going to have to-be re-
presented by a Van Driest constant or something like that. God

forbid that we should try to do a complete turbulence model of the
viscous sublayer, because if there's anything harder than turbulence,
it's turbulence that's being messed around by viscosity. So, purely
from a pragmatic point of view--I'm being deliberately provacative--
it may be that scubbling around in the sublayer is one of the lowest
priorities of all (laughter), either in the geometric sense or other-
wise, for actually doing some good in calculation methods.

I don't think it will be helpful to get into arguments about
the different types of calculation methods which Maury Rubesin dis-
cussed two days ago. I think it's a pity perhaps that there aren't
more turbulence calculators here. They could have been kept under
sedation until this final session and then asked to give their views.
I think perhaps the next time that we run a meeting like this we
ought to invite some calculators along and get them to say what things
they would like the eddy chasers to look at. I've tried in my limited
way, to indicate that myself. It's very easy to get interested
in what you're doing--to look at the eddies--and we've spent a lot
of time looking at Chuck Smith's film for instance which I find abso-
lutely fascinating. We get interested in what we are doing and we
forget the 8 million bucks that's being contributed.
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I have a sort of private view of what the day of judgment is going
to be. I'm going to be confronted by all the tax payers who paid all
the money that I have spent and they're going to say "what have you
been doing for us". It's a sobering thought with which I think I will
leave you.

DISCUSSION

Morkovin:

If I heard you correctly, you feel that the present Reynolds aver-
aged equations are not in as good a shape as you would like them
to be?

Bradshaw:

You heard me correctly. I believe in the exact equations, and
they come from a Navier-Stokes equations in which I believe. What
I do not believe is that there is any set of equations with constant
coefficients in front of all of the terms, which describe turbulent
flow, except for the Navier-Stokes equations themselves. The Good
Lord has given us one set of such exact equations and there's not
going to be another. So the most that we can hope from any calculation
method, short of a complete time-dependent solution of the Navier-
Stokes equations, is that it will cover at least some of the flows
that we're interested in. If I may pick on poor Morrie (Rubesin), who
was very wisely set-up by the predictors to take all the flack.
Morrie mentioned the improvements to Brian Launder's calculation
method which will enable him to predict a couple more flows. I
think it's unlikely, and I believe that Brian also thinks that it
is unlikely, that we will be able to use a model such as his with
universal constants to predict jets from VTOL aircraft, flow in com-
bustors, and the other really practical problems. I think we are
going to be stuck with flow dependent coefficients in our models
and I would like to make a plea for some sort of classification of the
flows that we're interested in, and a classification by phenomena
rather than hardware. I think that our coefficients are going to
have to be changed according to which phenomena we believe dominate
the flows that we're trying to calculate. This is a gloomy sort
of council, but I think that we ought to recognize that the last ten
years of turbulence transport modeling have not led us to a univer-
sal method with constant coefficients and that we are unlikely to
ever achieve such.
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Panel Member: OR. DENNIS BUSHNELL, Langley Research Center

When 1 was asked to serve on the panel, it was requested that since
I had been trying to utilize coherent structure concepts, T might comment
on the usefulness of such information to either understanoinQ the data or
in modeling. I put down three possible uses (Fig. 1). Peter 'Bradshaw)
has already discussed some of this (first item (item (a), Fig. 1).
Most of my comments will be on item (b), Fig. i which WygnansKi just

touched on this morning. Most of the last two days, of course, has
been on the last item (item (c), Fig. 1).

What is the use of these coherent structures as far as prediction
is concerned? (Fig. 2). I think that one of the realizations (v (ix,t)
from a coherent structure experiment provides a very stringent check
upon the stuff Bill Reynolds is trying to do. It provides guidelines,
in particular for the subgrid scale modeling. In other words, if
Reynolds subgrid scale modeling doesn't look like some of these thin
shear layers, then we're in trouble (laughter). The three-dimensional,
interactive and multi-scale nature of these structures is very pro-
nounced. When I look at Chuck Smith's movies, it looks to me like
there's not that much coherence there. If you do ensemble averages,
they do start to look coherent. Maybe if we can come up with some
simplified models, such as Jim Danberg and many others have started,
and if we can prove that these simple models do indeed yield data
consistent with experimental results, then we may be able to use these
simple coherent structure models in prediction techniques.

Now what I am going to do essentially is to add, I think, two
other things to the 14 ways that Kline suggested you can do to fold,
spindle and mutliate the turbulent boundary layer. What we're try-
ing to do now is to make some money with the coherent structures.
We're trying to produce something technologically significant by mod-
ifying the structures (Fig. 3). If you have as little information
as a knowledge of the structure's dimensions or as much information
as a deterministic model of a structure, then you can hopefully
dream-up or invent or concoct some way to interfere with the structure
in a favorable way. Note that the definition of favorable depends
on whether you want to increase or decrease shear. The two examples
I am going to discuss happen to be ways to decrease shear. But you
can hopefully interfere with any one of these feedback mechanisms,
and possibly end up doing something technologically significant.
The first modification scheme is the use of essentially large eddy
break-up devices (Fig. 4). This was touched on in Nagib's talk
yesterday. It was also mentioned by Wygnanski this morning when he
suggested putting a lid on the flow. This is a lid which is very
small in the streamwise extent. The idea is to put something some-
where across the flow only up to boundary layer height with the in-
tent of disintegrating the large scale structures. The problem then
is to determine how long it takes the structures to heal. In the
healing process it is observed, as I will show you in a minute, that
the skin friction is lower. The question is: can you design an in-
terference device which has a low enough element drag such that its
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drag is less than the integrated skin friction drag reduction down-
stream? The original work on interference devices was done by Yagnik
in India; we've done some honeycomb work that I'll show, and yester-
day Nagib showed some flow visualization results. If Nagib's device
works, there is a possibility of some sort of a net benefit. The
Yagnik work (Fig. 5) shows that these devices create a relaxation
length which is the order of 60 to 80 boundary layer thicknesses with
a very low initial skin friction. The indication is that the devices
are, as Nagib's flow visualization shows, changing the outer struc-
tures, which then take a very long distance to restore themselves.
Now what we've done at Langley is to just put a honeycomb in the
flow at about boundary layer height (Figs. 6 and 7). The parasite
drag on the honeycomb is about an order of magnitude less than on the
screen, yet we can achieve skin friction reduction levels of the
order that Yagnik measured. The question then is can this process
be further optimized to yield a net drag reduction? This sort of
research also contributes to the knowledge of the feedback mechanism,
because it indicated that evidently if you do disintegrate the outer
stuff, you are also interfering with the bursting at the wall be-
cause that presumably is where the skin friction is determined.

Now I'm going to discuss a possible item 16 on Kline's list.
This is something that Stanford looked at back in the late 60's
(Fig. 8). We call them riblets, which are very small longitudinal
striations on a surface. The basic idea is straightforward. What

p. you do is attempt to skrunch the bursting process down inside a
• region of very small transverse extent. In terms of what Martin

Landahl discussed, this would alter the spanwise pressure gradient.
An alternate mechanism involves increasing the wall streak spacing.
These things obviously increase the wetted surface area, so the trick
is to see whether you can get enough decrease in the turbulence produc-
tion to offset the area increase and thus end up with a net skin
friction reduction. In the early Stanford measurements on this type of
a surface, I believe that they did measure a reduction in the burst
frequency. These are the sorts of surfaces that one can look at
(Fig. 9). The slots are milled out using a numerically controlled
milling machine with a special milling cutter which is made for each
-surface. If the skin friction increased directly as the wetted
area (for the same plan form area) you would have a monotonically
increasing curve (Fig. 10). However, the data fall far below that curve,
and we can effectively increase the wetted area by about a factor of
four with essentially no drag increase. These results have been check-
ed. There is a point which has not been checked (and thus not shown)
which indicates about a 5 per cent drag reduction, and there is an
area in parameter space where you may, in fact, be able to get even
more drag reduction. Other possibilities include destroying the peri-
odicity and symmetry of the surface waves. Again, I must point out
that this riblet plate was designed by attempting to constrain the
dimensions of the bursting process in the spanwise direction. Perhaps
of even more technological interest is the sort of Reynolds analogy
factor one measures on these surfaces. When we determine both heat
transfer and drag on the riblet surface and compare it to the flat
plate, we obtain the order of a 10 to 20 per cent increase in the
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Reynolds analogy factor (Fig. 11). Now this is one of the few sur-
faces which will give you heat transfer augmentation without an
increase in pumping power. Most of the roughnesses and so forth give
you an increase in heat transfer, but the drag increases more.
Internal flows people have actually used something like this wrapped
around the inside of a pipe and they do get more heat transfer than
drag increase.

I have some final comments (Fig. 12). There's a possible ex-
periment that I haven't heard mentioned except in a derrogatory
fashion. That is because of the amount of the data one might have to
handle. It is essentially the use of holographic microphotography to
measure a single realization of the three-dimensional velocity field
by looking at the motion of seeded particles. There is a suggestion of
a three-layer structure; in particular a flow module coming up from
the wall and serving as an intermediate layer between the outer and
wall structures. That needs to be looked at. The question of
birth and death versus eternal life with the large structures I
think needs to be looked at also. Other areas for research are
the feedback mechanism, the role of the spanwise structure, and
the high Reynolds number effect. I'd like to also add my two cents
for looking at some of the non-simple cases and the applications
thereof, which may be the most important near term use of the co-
herent structure information and research.
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3anel Memoer: DR. A.M.O. SMITH, Dynamics Technology, Inc.

i guess from the standpoint of the general gradation in this com-
mittee, 've been more of an end user of information on turbulence than
anybody else. So, my comments will be as a user and I will point out
some problems that researchers in turbulence should keep in mind. First,
1 might say that it seems to me that there are two basic categories of
researcn: pure research and appl-ied research. I think broadly speak-
ina that the whole effort in turbulence research is applied research
cecause our aim is to solve real flow problems that arise in technical
applications. For that reason, people should keep in mind the end
applications of turbulence research.

To clarify, I will list and discuss a number of problems,
mostly external aerodynamics, since that has mainly been my field.
However, the problems of internal aerodynamics are every bit as bad.
Compressor stall is an example and it is a very spectacular thing.
Closer prediction and analysis of it is an end problem. Pitchup of

an airplane, a phenomenon where the nose goes up when stalling in-
stead of down and diving out, may be about as bad, but at least it is
a bit more gradual. Hence, here is a second end problem.

Another end application is the viscous drag problem, both 2D
and 30. Presently, if we have completely attached flow, we can
calculate the drag of a simple 2D airfoil to within approximately
3%. One problem which requires further improvement even for 2D flows
is the effect of curvature, both concave and convex. The most exas-
perating problem is the last 2 or 3% of an airfoil at the very trail-
ing edge. This is a full blown problem of turbulent flow and inter-
action. Here the top and bottom boundary layers merge together, the
pressure distribution is changed drastically from its inviscid value,
and conventional boundary layer theory does not apply. At the trailing
edoe for most airfoils the C would be +1 if the flow were inviscid,

but the strong interaction cganges it to -0.1 or so, a large, not
small , perturbation. As you see, this trailing edge region is a
mess and is certainly an end problem of great importance.

So far, the only practical way of calculating drag of a body is
to calculate the growth of the momentum defect along the body to the
trailing edge and then continue it somehow to infinity to get out
of the local pressure field of the body. Squire-Young's method is
the usual, but it is quite approximate. What is really needed is
an accurate solution of the turbulent wake in an arbitrary pressure
field. This brings up a more complicated airfoil problem - a
multi-element airfoil with slots and slotted flaps. The drag of
these are calculated so poorly that it is hardly worth bothering.
The wake momentum defect of all the several elements must each be
corrected to infinity. Consider a slat, for instance. It has its
own trailing edge problem, but in addition, one must calculate its
wake history through the strong pressure field of the rest of the
airfoil all the way to infinity or at least several chords down-
stream. This is another aspect of the drag end problem and no one has
a good solution as far as I know. This multi-element problem often
gets worse because the several wakes may merge.
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I feel separation points can be predicted fairly well. How-
ever, as far as I know the momentum thickness and boundary layer
profile shape are not predicted well. So improvement of predictions
very near separation is another end problem. The calculation of
C is a worse problem. We now cannot handle this problem be-

*Lm
cause it involves separated, interactive flow. CL usually

max
occurs after a considerable amount of separation has developed that
substantially modifies the pressure distribution. So here is another
end problem. It is certainly an important problem to the airplane
designer.

Then, of course, there are other end problems, like the growth
of a boundary layer across a shock, separation bubbles, transition,
and reattachment as well as extra thick boundary layers as at the tail
of a body of revolution.

There are more exotic categories. For example, looking into the
future there might be a liquid hydrogen fueled airplane where the hydro-
gen is used to cool the surface. We once did some calculations to see
if there was a drag reduction due to the low p. Mechanically, the
problem was simple, we just loaded the necessary information into
our turbulent computer program and pressed the button. But is it
that simple; do we know enough about the transport processes so far
outside the explored domain?. Interestingly enough, no improvement
was found. As p at the wall was reduced, du/dy is increased so
that tw = p(du/dy)w the shear at the wall remained essentially un-

changed. There are plenty of other more or less exotic problems,
such as jet flap flows, and flow corners, such as wing-fuselage junc-
tions. Also, in a different category is the noise problem.

Mostly, I have been talking about 2D problems which are hard
enough. For 3D boundary layer flows some kind of mixing length or
eddy viscosity approach seems to handle the problem well, but it
is a frightful mess to get the geometry and everything else needed
for a 3D boundary layer program loaded into the machine. So, here
is a practical computing problem. The 3D problem is like the 2D, only
worse. Consider predicting stall patterns, moment coefficients for
pitchup problems and, of course, CLmax for a real 3D wing. So you

see, the end problems are multiplied manifold over the 2D. It seems
to me that about all the problems I have mentioned are special prob-
lems not covered by conventional boundary layer theory.

Like Peter Bradshaw said, I can't imagine all these problems being
solved by one grand computer program because there are just too many
different conditions and inputs. But I hope I have outlined some
of the classes of problems we face. I think Brian (Quinn), Peter
(Bradshaw) and Dennis (Bushnell) have already indicated a good deal
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of what incustry wants to have quantitative answers for. :f improve-
ments are made in the art of calculation of turbulent flows they can
-e in the differential ecuations of transport or in scme kina o:
imoroved turbulent transport laws like Bradshaw's method of correla-
ting against turbulent kinetic energv or our own eddy viscosity
method, or things like that. Anyway, if you wan, a quantitative
answer there nas to be a definite input. It must be something
that can be written down in some kind of equation form. iost of what I
have seen at this meeting is still far from getting down into equation
form. Most is still in some kind of descriptive or qualitative stage
anc still subject to a lot of argument.

Possibly some kind of elementary process will be discovered one
of these days like Danberg tried with his horseshoe vortex. Such
types of things are what I really would like to see. Until then,
concur that Reynolds averaged equations are still going to bh here for
a long time. I've always had an instinctive feeling that we're not
going to make any significant progress until we can get some kind of
true physical process incorporated into the turbulent prediction
methods.

I think I'll end up with a comment in regard to direction of
efforts. It's something that has guided me for a long time and it's
in the form of an old joke. There's a drunk out on an empty street
late at night looking along a gutter under a streetlight, when
a policeman walks by and sees him. The policeman stops and asks him
what he had lost. The drunk replies that he had lost some money.
So the policeman offers to help him search for it and asks exactly
where he thought he lost it. "Oh, down the street a ways," replies
the drunk. "Well, why are you looking here?", asks the policeman.
The drunk's reply is, "The light is better here." I have seen
a lot of tests that followed the drunks thinking. An easy test
was done instead of facing up to the situation and going after the
answers really needed. I think I have seen some of that situation
prevailing in some of the work presented at this workshop. A lot
of times we shouldn't do some research just because a result is
easy to get, but do what the problem really needs.
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FLOOR DISCUSSION FOLLOWING PANEL

Morkovin:

I think what Amo has discussed regarding applications has been
pointed out several times by the other panel members. I think we
should emphasize the point tt-ino matter how small a part of the
total problem we are studying, wemust-al-ways ask if there is an
eventual practical application of the experiment or model under
study. One should always ask if there is a promise of sufficient
universality in our research so that somebody else can use the

v information generated. Now, having made my comment, I would like to
call on several people, who werE mentioned in passing, for their
comments. One person whose name has been mentioned is Bill Reynolds.

Reynolds:

Let me just say that I've been very struck by some of the flow visual-
ization pictures we've seen in this Workshop. I seem to observe a
lot of small structures sticking out from the wall which appear to be
the constituents of some sort of larger structure. I'm reminded of
cars responding to a traffic l.ight. The cars all stop for the light
and then they move off together in a very coherent structure. They
are all very individualized small structures that initially travel
along behind the slowest ones, but after awhile they spread out,
diffuse if you will, and no longer appear coherent. I'm wondering
whether or not these large, apparently coherent structures we ob-
serve in turbulence really might be just a bunch of small structures
that are just locked together in some way?

Morkovin:

So, they may be coagulating in some sort of an anti-cascade fashion?
That is a possibility. Another gentleman whose name has been men-
tioned is Morrie Rubesin.

Rubesin:

I think I agree with the modelers here who feel that the Reynolds
stress equations are going to be the mainstay of prediction methods
for the next few years. However, I don't see a long term future
for those methods, especially slide rule methods. I think back to
the times of Prandtl and Nikuradse. Then it was a matter of mean
measurements and mean theory. Now we've seen 10 years of dynamic
measurements and dynamic observations, and I think it is time for
the analyst and the predictor to start thinking about how to solve
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the equations dynamically. i think the large scale structure approacn
is a very powerful tool that we really have to explore as much as

possible. Another comment, i'd like to make in terms of the Reynolds
stress modelina and the complexity of these models. We started with
zero equation models and we're up now to maybe 10 equation models. This
has not been done just for the sake of complexity. There's an under-
lying hope that generality grows with complexity, and indeed there
seems to be indications that a two-equation model can be extended
beyond a one-equation model. We find for example that we can fudge
the factors in the old mixing length models to make them fit many
different cases. But if you examine cases where you have adverse
pressure gradients followed by favorable pressure gradients, the
coefficients take on hysteresis loops within the data, whereas
we're representing them with single lines in our models. So I
think that we learn by our mistakes and I'm going to close by saying
we have to be active in many, many fields because we don't know today
where the answer lies.

Morkovin:

Thank you Morrie. Bob Falco.

Fal co:

It's just a very brief comment, on a possible new and important
experimental technique which we're just going to try in conjunction
with Gary Cloud. We plan to use laser speckle photography to get a
two-dimensional velocity map in a turbulent flow field. it's one
step less complicated than holography, both in terms of economics
and procedure, and it has been demonstrated at Bell Labs in a very,
very slow fluid flow. We're going to try it, using a Fourier re-
duction technique to make it semi-automated. It has a lot of
potential in terms of understanding the turbulence bursting and
production process, because we will be able to measure at any in-
stant the velocity field at any chosen y+. Thus, we will be able
to determine the velocity field in any given plane.

Morkovin:

Bill George please.

George:

One thing that really has not been addressed at this conference
is the Lumley orthogonal decomposition. I swore several years
ago that I wouldn't mention it again until I had hard data, but I
think that the solution to the problem Don Coles referenced,
namely, how do you accumulate data and interpret it, can be
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George: (Cont'd)

handled by the Lumley approach. I'm happy to say that at present
there are three experiments underway to apply the full blown
Lumley decomposition, which has never been done before. One is an
experiment which I initiated at Penn State which utilized a pipe
with large time lags and large space lags to try to reproduce
the Kline eddies and all of their dynamics. That experiment is
being continued by others and is nearing completion. The second
experiment is a low Reynolds number jet mixing layer study that
is just being initiated, and the third experiment is a high
Reynolds number jet mixing layer study. The advantage of these
experiments is that you get deterministic information, you can
reconstruct the random velocity field with all the same statistics,
and then you can perform numerical experiments looking for intermitten-
cy, calculating radiated noise, streak line behavior, and hopefully
sorting out what is coherent and what is random. The next few
years should indicate whether LOD is a viable technique and what the
implications of it are.

Morkovin:

Thanks, Bill George. I think it was quite clear at this symposium
we still have a conceptually unclear picture of the type and degree
of coherency that occurs in turbulent boundary layers and we have
plenty of work to do. I would like to now have us all stand up and
give a real sense of appreciation to the home team. They have done
a tremendous job. (Standing Ovation).
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